
 



Journal of Applied Research on Industrial Engineering 

www.journal-aprie.com

 

http://www.journal-aprie.com/


 

Journal of Applied Research on Industrial Engineering 

www.journal-aprie.com 

TABLE OF CONTENTS 

gdgdg 

 

Modeling the Effects of Intellectual Capital Components on the 

Economic Competitiveness, And Assessing Its Consequences 

Using a Fuzzy Cognitive Map 

Mohammad Hadi Zohdi; Morteza Shafiee; Fariborz Evazzadeh Fath 313-328

 

Stabilization of Low Plastic And High Plastic Clay Using Guar 

Gum Biopolymer

Muhammad Ali Rehman; Turab Jafri 329-343

 

Optimization of Parameter Settings to Achieve Improved 

Tensile And Impact Strength of Bamboo Fibre Composites

Okwuchi Smith Onyekwere; Mobolaji Humphrey Oladeinde; Kindness Alfred 

Uyanga 344-364

 

The Transmission Dynamics of HPV, HIV/ADS and HSV-II 

Co-Infection Model 

Eshetu Dadi Gurmu; Boka Kumsa Bole; Purnachandra Rao Koya 365-395

 

A Multi-Objective Optimization Approach for a Nurse 

Scheduling Problem Considering the Fatigue Factor (Case 

Study: Labbafinejad Hospital)

Niloofar Khalili; Parisa Shahnazari Shahrezaei; Amir Gholm Abri 396-423

 

A Modified Technique for Recognizing Facial Expression

Bhawesh Rajpal; Nitin Prasad; Kaushal Kishore Rao Mangalore; Nikhitha 

Pradeep; Ravi Shastri 424-434

 

Robust Control for Variable Order Time Fractional Butterfly- 

Shaped Chaotic Attractor System

Anis Shabani; Amir Hossein Refahi Sheikhani; Hossein Aminikhah 435-449

http://www.journal-aprie.com/
jpour
Rectangle

jpour
Textbox



rms    

 

 

1. Introduction  

Although it has been a symbol of power since the beginning of the industrial revolution, the physical 

and fiscal capital is currently facing upstaging [12]. Today, economists consider other factors that boost 

growth, development, and productivity, besides traditional manufacturing elements (including land, 

capital, and labor). Accumulation of physical capital is no longer considered as a criterion for economic 

growth and development, while sustainable economic growth can only be achieved relying on 

productivity and innovation and through effective management of tangible and invisible assets 

simultaneously [13]. In other words, firms have resources that are critical to achieving strong financial 
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A B S T R A C T P A P E R    I N F O 

Despite its known importance, relatively few studies have focused on studying the 

effects of Intellectual Capital Components (ICC) on the economic competitiveness, 

determining related elements and relationships exists between them to assess its 

consequences. This study was designed to provide a comprehensive evaluation of 

the problem. After a literature review, fifteen related elements, obtained from the 

previous studies, were collected. A Fuzzy Cognitive Map (FCM) was used to 

determine the relations exists between the elements, where the opinions of fifteen 

experts were applied when making related decisions. Data were analyzed using 

statistical analysis. The results showed relations exist between all fifteen elements, 

where all of them were confirmed using FCM representation. 
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performance and competitive advantage. In the first group, there are tangible assets such as properties, 

machinery, and alternative physical technologies that can be traded easily on free markets. The second 

group includes invisible assets, all of them are valuable, scare, irreplaceable and strategic, with high 

potential for creating competitive advantage and superior financial performance [41]. The role and 

importance of physical assets are well documented, while invisible assets, especially intellectual capital, 

as strategic resources, are needed to be further explored, since the producing (manufacturing) and 

extending such resources is challenging and may create considerable value [28]. 

Extensive research has been conducted on the intellectual capital at organizations and confirming their 

importance. Bose showed that measuring performance at organizations using an intellectual capital 

approach improves the quality of user decisions, internal management, reporting to outside the 

organization, exchanging this capital within and outside the company, as well as accounting 

functionality [6]. Effective management of intellectual capital can create value to the business entity, 

and increase its competitive advantage. Ting and Lean [21] considered intellectual capital as the only 

source of competitive capacity in the business entity that could increase the enterprise's profit. The 

question arose is that which factors are affected by intellectual capital? Nematollahi [36] confirmed the 

effect that intellectual capital has on the relative efficiency of manufacturing cooperation. Ghasem 

Zadeh et al. [15] confirmed the role that intellectual capital and professional ethics plays on 

organizational learning capacity and knowledge sharing. According to the results of numerous studies, 

there is a positive relationship between intellectual capital and competitiveness (Rastogi [42], 

Vătămănescu et al. [54], Cherkesova et al. [8], and Zambon [57]). Though according to the literature 

review, intellectual capital has a significant impact on factors such as efficiency, effectiveness, 

organizational learning, knowledge sharing, and competitive ability, further research can provide 

different outcomes. 

It should be considered that the results of each of these factors, which themselves are affected by 

intellectual capital, lead to other results and factors that can be investigated. Organizational 

competitiveness, for example, can have an impact on stock prices [40], organization assets [9], 

environmental performance [55], and accounting information [3]. Considering the number of factors 

affecting (are affected by) above-mentioned elements, there is a need to a perspective and thinking that 

can examine all these factors and their relationship simultaneously. The present study aims at 

investigating all the variables related to intellectual capital, especially the relationship exists between 

intellectual capital and competitive advantage in the organization, as well as evaluating related 

consequences. 

The rest of this paper is structured as follows. The concept of intellectual capital and competitiveness 

are first discussed, and theoretical foundations and research backgrounds are then provided. The 

relationship between variables is determined using a Fuzzy Cognitive Map (FCM) and the initial model 

is presented. The relationship exists between the variables is obtained using data obtained from a 

researcher-made questionnaire and then is analyzed statistical tests. Finally, the model on the effects 

that intellectual capital components have on economic competitiveness, as well as assessing 

consequences is presented. 
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2. Theoretical Foundations and Research Background 

2.1. Intellectual Capital 

Many definitions have been proposed for the concept of intellectual capital. John Kenneth Galbraith, 

who first proposed the term "intellectual capital" in 1969, argues that "intellectual capital is beyond a 

pure thinking" and includes the degree of intellectual measures [5]. Edvinsson and Malone [14] defined 

the "intellectual capital" as a gap exists between the book value and the company's market value. Kaplan 

et al. [25] argued that intellectual capital consists of invisible assets including human capital (e.g. skills 

and knowledge), information assets (e.g. databases, information systems, and technology 

infrastructures), and organizational capital (e.g. culture, leadership style and ability to share 

knowledge). Although there is no definite agreement on the definition of intellectual capital, some 

consensus exists on the main components of intellectual capital, including "human capital", "structural 

capital" and "customer (relational) capital" [43]. 

Human capital is the first and most important component of intellectual capital in most classifications. 

Its importance is mainly since it can't easily be copied by other companies and therefore gives a 

sustainable advantage to the organization. Also, there is no specific scope for the benefits and 

exploitation resulted from human capital. Human capital has significant advantages, but organizations 

can't ensure its long-term durability [30]. Organizations are therefore looking for a different kind of 

intellectual capital with more durability and higher ownership than human capital. It can be a structural 

capital that includes technologies, data networks, publications, and processes. Edwardson considered 

structural capital as a resource applied to support productivity, reduce risk and increase restructuring 

capacity [19]. 

Customer or relationship capital is another component of intellectual capital with considerable 

importance in organizations. Accordingly, considerable resources are used by business establishments 

to create value for customers aiming to benefit from related advantages [34]. 

2.2. Economic Competitiveness 

Economic competitiveness means the ability to achieve superiority in a competitive world, aiming to 

distinguish between an organization and others, from one or more point of view [20]. Economic 

competition brings competitive advantage, which includes a set of factors or capabilities and always 

provides the company with better performance [44]. Superiority is necessary for all areas covered by 

an organization, but in some financial organizations, having economic competitiveness gains more 

importance. Economic competitiveness can, therefore, be considered as the set of capabilities of an 

organization to have economic superiority to other organizations [56]. Different resources can be used 

in an organization to achieve economic competitiveness. More importantly, the lower accessibility of 

competitors to these resources, the greater the competitive advantage will be achieved [24]. Many 

researchers, therefore, consider intellectual capital as one of the most powerful sources for creating 

competitive advantage, where it is suggested to use competitive advantages of human, organization and 

cyberspace fields as well as the competitive advantage derived from customer or relationship capital, 

aiming to create economic competitiveness [7]. 
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2.3. Fuzzy Cognitive Map (FCM) 

In recent years, fuzzy logic has gained wide acceptance in the field of accounting and business. This 

acceptance is due to the ability to management in situations of ambiguity and lack of consistency that 

does not exist within other approaches to dual value logic. In dual value logic, the proposition is true or 

false. Also, accounting has ambiguous in many important respects [23]. 

There are different techniques and methods for making multiple fuzzy criteria that have different 

advantages and disadvantages over each other. A supply chain is a series of organizations involved in 

the production and delivery of a product or service. This chain starts with raw material suppliers and 

continues to the end customer. Supply chain management is one of the effective and efficient 

approaches that reduces production costs and waiting time. This attitude facilitates the provision of 

better customer service and ensures the opportunity for effective monitoring of transportation systems, 

inventory, and distribution networks. In this way, the organization can exceed the expectations and 

demands of customers [51]. 

2.4. Research Background 

Extensive research has been conducted on intellectual capital in the organization, where, in most cases, 

intellectual capital includes human capital, structural capital, and customer or relationship capital [2]. 

In most researches, intellectual capital includes three aspects of human capital, structural capital and 

relationship capital, but the major differences are in the relationship exists between these three variables 

and others. The results of researches and the relationship between intellectual capital aspects and other 

variables are presented in Table 1. 

Table 1. Aspects of intellectual capital according to research background. 

 

As the Table 1 shows, intellectual capital affects product market competition, organization's 

productivity, human resource productivity, efficiency, competitive advantage, entrepreneurship, 

Author(s) Related 

Concepts 

Fuzzy logic in accounting and auditing. [23] 

Investigating the impact of intellectual capital on equity returns. [29] 

Product market competition. [52] 

Intellectual capital and productivity. [39] 

Human resource productivity. [19] 

Efficacy. [43] 

Competitive advantage and organizational innovation. [32] 

Organizational entrepreneurship. [46] 

Financial Performance. [10] 

Developing innovative products. [16] 

The influence of intellectual capital on the effectiveness of productive. [36] 

Market value, Return On Total Assets (ROA), assets turnover, Return On Equity Capital 

(ROEC). 

[4] 

Quality of financial information. [11] 

The relationship between intellectual capital and the performance. [34] 

The position of intellectual capital in the performance. [49] 

Earnings per share, ROEC rate, annual return. [1] 

Current and future financial performance. [31] 

Competitive advantage. [18] 

Measuring the competitive power of products. [35] 
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financial performance, products development, Return On Equity Capital (ROEC), Return On Total 

Assets (ROA), market value, quality of financial information, company's performance, earnings per 

share, annual returns and financial performance. 

On the other hand, extensive research has been conducted on economic competitiveness (Table 1). The 

results confirm the relationship between variables and economic competitiveness. Mojtahed zadeh et 

al. [34] examined the relationship between competitiveness and product market competition and 

confirmed this relationship. Soltani et al. [50] examined the role of human resources in creating 

competitive advantage and identified human resources as one of the main sources in creating a 

sustainable and unique competitive advantage. Riasi [43] conducted a comprehensive study on the 

competitive advantage and found that performance (especially when reducing costs) could lead to a 

competitive advantage for the organization. Haji Hoseini and Norozade Moghadam [22] studied the 

effect of innovation and market orientation on business performance and competitive advantage in 

industrial companies and confirmed the relationship exists between these factors. Khazai et al. [27] 

confirmed the relationship exists between strategic entrepreneurship and competitive advantage. Saeidi 

et al. [47] also confirmed the relationship exists between financial performance and competitive 

advantage. 

Khalique et al. [26] showed that human capital has a significant importance in intellectual capital. 

Dzenopoljac et al. [13] found that intellectual capital affects the organization's overall performance. 

Kianto [28] described intellectual capital as the most important asset in knowledge management, which 

can create value in the organization. Nimtrakoon [36] examined the relationship between intellectual 

capital, the market value of a company and the financial performance of the organization. 

According to previous researches, there is a positive association between intellectual capital and 

economic competitiveness; these two concepts are also indirectly related by other variables. It's not 

possible to neglect the effect of other variables on the relationship exists between intellectual capital 

and competitiveness; therefore, we aim at examining the direct, indirect, and internal relationships of 

all variables with each other, based on the results of previous researches and using research and 

statistical methods. 

Marzband [33], in study entitled "Precise Services and Supply Chain Prioritization in Manufacturing 

Companies Using Cost Analysis Provided in a Fuzzy Environment" in order to identify and prioritize 

the factors affecting the supply chain in manufacturing companies, using indicators such as cost, timely 

delivery and procurement time to evaluate the supply chain efficiency was considered. And 

performance evaluation was performed at the manufacturer level. Therefore, to evaluate the 

performance of the supply chain using the AHP integration approach and the DEA method approach in 

the fuzzy environment, the suppliers and suppliers of the manufacturing company were evaluated and 

ranked in terms of performance. Results lead to a competitive advantage and are more effective and 

decisive in the performance indicators of the organization, including earning more. 

3. Research Methodology 

This was an applied, fundamental and causal research aiming to examine the relationship exists between 

the variables of intellectual capital and economic competitiveness as well as all related variables. The 

participants were 15 specialists, including university professors and financial company executives. The 

statistical population in the other part of the study was employees of financial companies who were 



 Zohdi et al. / J. Appl. Res. Ind. Eng. 7(4) (2020) 313-328                   318 

studied for the quantitative analysis of data. A total of 800 employees were employed, while according 

to the Morgan table, a sample of 260 people is enough. 

The FCM representation was used to obtain the desired model. In general, the relationship between the 

variables is determined by using the FCM's outputs, but in order to achieve better and more accurate 

results, based on the FCM results, a researcher-made questionnaire was prepared and distributed among 

participation after its validity and reliability were evaluated. The one-sample t-test value was 

determined using statistical methods, aiming to determine the relationship exists between variables. The 

conceptual model of research is presented in Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The conceptual model of the research. 

 

 

3.1. Research Background and Variables Determination 

The research background was provided in intellectual capital, economic competitiveness and economic 

consequences. This section mainly focuses on identifying different aspects associated with the above-

mentioned variables. Outputs of this section includes intellectual capital, economic competitiveness, 

product market competition, productivity, efficiency, organizational innovation, organizational 

entrepreneurship, financial performance, product development, market value, total assets, ROEC, 

quality of financial information, firm performance, earnings per share, ROA and annual returns. 

3.2. Applied Algorithm 

Research algorithm is based on a fuzzy approach called Fuzzy Cognitive Map (the abbreviation is FCM 

obtained from initial letters). FCMs have gained considerable research interest due to their ability in 

representing structured knowledge and model complex systems in various fields. This growing interest 

led to the need for enhancement and making more reliable models that can better represent real 

situations that leads to our used algorithm, FCM method [45]. 

Research background

Determining variables

Fuzzy recognition map

Creating a model

Providing a questionnaire

Data analysis
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Fuzzy cognitive maps are signed fuzzy digraphs. They may look at first blush like Hasse diagrams, but 

they are not. Spreadsheets or tables are used to map FCMs into matrices for further computation. FCM 

is a technique used for causal knowledge acquisition and representation, it supports causal knowledge 

reasoning process and belong to the neuro-fuzzy system that aim at solving decision making problems, 

modeling and simulate complex systems [6]. Learning algorithms have been proposed for training and 

updating FCMs weights mostly based on ideas coming from the field of Artificial Neural Networks. 

Adaptation and learning methodologies used to adapt the FCM model and adjust its weights. Schneider 

and Hase [48], suggested the Differential Hebbian Learning (DHL) to train FCM. There have been 

proposed algorithms based on the initial Hebbian algorithm; other algorithms come from the field of 

genetic algorithms, swarm intelligence and evolutionary computation. Learning algorithms are used to 

overcome the shortcomings that the traditional FCM present i.e. decreasing the human intervention by 

suggested automated FCM candidates or by activating only the most relevant concepts every execution 

time; or by making models more transparent and dynamic [45]. 

3.3. Fuzzy Cognitive Map and Determining a Model 

FCM is a modeling methodology for complex decision-making systems that can describe a system's 

behavior based on its concepts. Each concept represents identity, a status, a variable, or a feature of the 

system. FCMs have applications in simulation, modeling of organizational strategies, supporting the 

formulation of strategic plans and analysis of failure situations, specifications, and requirements of 

urban design support systems, managing relations in the services provided by the airline companies and 

promoting the network's operation. A cognitive map is a diagram designed to express a person's cause 

and effect view of a particular field, as well as to analyze the effects of some items such as policies or 

business decisions in connection with the realization of specific goals [45]. 

The methodology developed by Rodriguez-Repiso et al. [45] uses four matrices including the initial 

matrix of success, the pseudo-successive fuzzy matrix, the matrix of the successful relationship power, 

and the final matrix of success for creating FCMs. The process of creating an FCM consists of five 

steps. In the first step, the initial matrix of success is formed. This contains an n×m matrix, where n is 

the number of key factors of success (also called the concepts or variables) and m is the number of 

people interviewed for data acquisition. Each element of the matrix reflects the importance that the 

individual "j" considers for a particular concept "I" on a particular scale; this can be different in different 

projects and even for different factors of a success in a project, because these results in the future will 

become a fuzzy set, with values between zero and one also between one. The fuzzy matrix of success 

is created in the next step, where numerical vectors Vi are transferred to fuzzy sets in which each element 

of the fuzzy set indicates the membership of each element Oij of vector Vi with the vector Vi itself. 

Numerical vectors with values between zero and one are converted into fuzzy sets. 

The maximum value is determined in Vi and Xi = 1 is considered for it. Then the maximum value is 

determined in Vi and Xi = 0 is considered for it. The ratio of all elements of the vector Vi is determined 

from 0 to 1. 

Xi(Oij) =  
Oij − min(Oip)

Max (Oip) − min(Oip)
. 

In the third step, the relationship matrix of the success power is created, which is an n×n matrix. Matrix 

rows and columns are key factors of success, and each element in the matrix indicates the relationship 
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between factors I and j. Sij can also gain values from -1 to +1. Each key factor of success is represented 

as a numerical vector Si, which contains the element n for any concept demonstrated on the map. There 

are three possible relationships between the two concepts of Sij. 

Sij> 0 represents a direct (positive) causality between the concepts of i and j, where the increase in the 

value of the concept of i increases the value of the concept of j. 

Sij˂0 represents the inverse (negative) causality between the concepts of i and j, where the increase in 

the value of the concept of i leads to the decrease of the value of the concept of j. 

Sij = 0 shows that there is no relation between the concepts of i and j. 

Before the next step, the duality of the relationships must be determined. The numerical vectors IMS 

and FZMS are converted to fuzzy sets. Given the V1 and V2 (vectors associated with factors 1 and 2) 

and X1 (Vj) and X2 (Vj) (degrees of membership j in vectors V1 and V2), these vectors only have an 

increasing relationship (i.e. a direct relationship between concepts 1 and 2; Sij> 0). If X1 (Vj) is similar 

to X2 (Vj) for all or most of the elements related to both vectors, and when vectors V1 and V2 exclusively 

have a decreasing relation with concepts 1 and 2, and if X1 (Vj) is similar to (1-X2 (Vj)) for all or most 

of the elements related with both vectors, then Sij<0. 

The proximity between the two vectors V1 and V2 must be determined in order to determine the 

relationship level. Calculating similarity between these two vectors indicates the power of the 

relationship between concepts 1 and 2 in relation to these two vectors, represented by the element S12, 

which is presented in the Strength of Relationship Matrix (SRMS). The proximity of the relationship 

between two distance-based vectors is based on the concept of the distance between vectors. The 

mathematical procedure for calculating the similarity between these two vectors is the approach 

presented by Schneider and Hase [48]. 

Different computational methods are needed for vectors having a direct relationship and vectors having 

an inverse relationship. If the vectors V1 and V2 are directly related, then the closest relationship between 

them for each j is achieved when X1 (Vj) = X2 (Vj). 

If dj is the distance between the elements j of vectors V1 and V2 (as follows): 

 

 

And if AD is the mean distance between vectors V1 and V2 (as follows), 

 

 

The proximity or similarity S between the two vectors is shown in this equation: 

S = 1- AD, S = 1 represents the complete similarity and S = 0 indicates the maximum non-similarity. 

dj =  |X1(vj) − X2(vj)|.  

AD =
∑|dj|

m
 .  
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If vectors V1 and V2 have an inverse relation, then the method for calculating the similarity between 

them is similar to that of the previous one, while in this case, the equation for calculating the distance 

between the corresponding elements is a reverse relation with vectors V1 and V2. 

 

 

The remaining equations are similar to calculate the mean distance between the two vectors AD and 

their similarity S. 

In this case, S = 1 represents a complete reverse similarity, and S = 0 indicates a complete inverse non-

similarity between the two vectors. 

The final success index is the next step. After completing the SRMS matrix, part of its data can be 

misleading. All key factors of success presented in the matrix are not related, and there is not always a 

causal relationship between them. An expert opinion is needed to analyze the data and transform SRMS 

into the final matrix of success, which only includes those numerical fuzzy elements that represent the 

causal relationships among the key factors of success. When analyzing data in an SRMS matrix, two 

vectors can be related intersecting. Vectors can represent close mathematical relations, however, 

logically, two indicators/concepts can be completely non-related. These unconventional relationships 

can be easily identified by experts. 

The graphic representation of the FCM is the last step. The graphical representation of the final matrix 

of success as an FCM, draws out a targeted FCM for illustrating key factors of success. In the final 

display, each flash of factors i and j have a marked weight. This value represents the power of the 

positive or inverse relationship of causality between the two factors and the value contained in the final 

matrix of the success in row i and column j [38]. 

In the present study and according to the proposed method, 15 variables studied including product 

market competition, productivity, efficiency, organizational innovation, organizational 

entrepreneurship, financial performance, product development, market value, total assets, ROEC, 

quality of financial information, company's performance, earnings per share, ROA, and annual returns 

as intermediary variables between the two main variables "intellectual capital" and "competitiveness". 

In fact, the aim of using an FCM is to determine the relationship between these variables and the two 

main variables of the research. Note that intellectual capital and competitiveness are based on research 

hypotheses, while the other 15 variables are selected based on the research background. Fifteen 

specialists rated all 17 variables, where the importance of the existence of the variable in the intellectual 

capital-economic competitiveness relationship was determined from 0 to 100. The scoring results are 

presented in Table 2, where the columns represent the score of each specialist to each variable, while 

the rows represent the 17 variables, as follows: 

1 = Intellectual capital; 2 = Economic competitiveness; 3 = Product competitiveness; 4 = Productivity; 

5 = Efficiency; 6 = Organizational innovation; 7 = Organizational entrepreneurship; 8 = Financial 

performance; 9 = Product development; 10 = Market value; 11 = Total assets; 12 = ROEC; 13 = Quality 

of financial information; 14 = Company's performance; 15 = Earnings per share; 16 = ROEC rate; and 

17 = Annual returns. 

 

Dj = |X1(Vj) − (1 − x2(Vj)|.  
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Table 2. Primary matrix. 

 

In Table 2, the number 95 (expert 1; variable 1) means that expert 1 believes that intellectual capital has 

directly 95% effect on economic competitiveness. 

The fuzzy matrix is then obtained. The lower limit of 20 and the upper limit of 90 are considered for 

responses, aiming to avoid responses from divergence, where all answers with a score equal to or lower 

than 20 are considered 0, while all answers equal or more than 90 are considered 1. In the next step, the 

power matrix of relations is obtained that illustrate the relationship of all 17 factors to each other. A 

focus group was created with 6 members to form the final matrix. The members of the group included 

university professors and specialists of economic competitiveness. According to their opinions, non-

significant associations between factors were excluded and the casual orientation of relationships was 

determined. The results are presented in Table 3; the FCM diagram is shown in Fig. 2. According to the 

results, factors "ROEC" and "ROEC rate" have the same meaning and concept and therefore the factor 

"ROEC" was excluded. Also, the factors "financial performance" and "company's performance" were 

similar, due to the financial nature of the organization and so the factor "company's performance" was 

excluded. Other non-logical relationships were also excluded, according to experts. 

Table 3. Matrix fuzzy cognitive map. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 95 50 80 60 40 90 90 80 90 80 70 90 80 80 60 
2 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 
3 80 60 80 60 80 50 80 60 80 80 60 60 70 40 60 
4 30 80 60 70 60 80 60 80 40 60 80 80 80 50 70 
5 60 60 70 80 70 60 70 60 60 70 60 60 90 80 80 
6 70 70 80 90 80 80 80 70 80 80 80 70 40 80 90 
7 40 80 90 60 90 60 90 80 80 90 60 80 50 60 40 
8 100 90 100 90 90 90 100 90 100 90 90 90 100 90 100 
9 50 90 80 80 50 80 40 90 60 40 70 90 80 80 50 
10 80 40 60 60 80 60 80 40 80 50 80 40 60 60 80 
11 60 30 80 70 40 70 60 50 10 80 90 90 80 70 60 
12 80 60 60 80 80 80 70 80 80 80 40 40 60 80 80 
13 60 70 70 80 60 90 80 60 60 60 50 80 70 60 60 
14 70 40 80 60 70 80 90 80 70 80 80 60 80 70 70 
15 80 50 90 70 80 40 40 60 80 60 90 70 90 80 80 
16 90 80 40 80 90 70 50 70 80 70 40 80 40 90 90 
17 40 60 90 90 40 80 80 80 60 80 80 90 80 40 40 

 1 2 3 4 5 6 7 8 9 10 11 13 15 16 17 

1  4.64  5.68 5.73 5.21 5.42 4.44        

2   6.19 6.32    2.36 5.97 7.06 7.54 6.55 5.83   

3                

4     4.91           

5                

6         6.48       

7         6.09       

8            6.55 5.83   

9          8.28 5.11  5.51 7.51 4.54 

10               6.88 

11                

13                

15              5.63  

16               8.68 

17                
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Fig. 2. A fuzzy cognitive map for intellectual capital, economic competitiveness and related variables. 

The model shows the relationship between intellectual capital and economic competitiveness variables 

and its value. Accordingly, intellectual capital affects economic competitiveness, innovation, 

entrepreneurship, efficiency, productivity, and financial performance. Economic competitiveness is 

also related to productivity, financial performance, quality of financial information, earnings per share, 

product market competition, total assets, market value, and product development. On the other hand, 

there is an indirect relationship between ROEC rate and annual returns with intellectual capital and 

economic competitiveness, where economic competition first influences market value and earnings per 

share, and then these two variables affect annual returns and ROEC, respectively. The model also shows 

the effect that ROEC rate has on annual returns. 

3.4. Providing Questionnaire and Data Analysis 

Statistical tests were used for quantitative data analysis. Toward this end, a 21-items researcher-made 

questionnaire was designed based on the final model, where each item represents the relationship 

between the variables of the model and is designed based on the five-point Likert scale, ranging from 

very high to very low. For example, "intellectual capital affects the economic competitiveness" indicates 

the relationship between these two variables. The face and content validity of the questionnaire was 

evaluated using opinions from 6 experts in intellectual capital, economic competitiveness, and financial 

management, as well as by Cronbach's alpha (0.933). After approval, the questionnaires were 

distributed among 280 participants, of which 265 were completed that is, in fact, more than the 

minimum number (i.e. 260) required. 

Sixty-five and thirty-five percent of respondents were male and female, respectively, most of them with 

a master's degree. Forty-eight percent were aged 36 and 45 years. In the next step, mean and the one-

sample t-test were used for analyzing data obtained from questions. The fixed value in the one-sample 

t-test was 3 in the Likert scale. The results of each item are presented in Table 4. 
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Table 4. Mean and one-sample t-test results for each item. 

 

According to Table 4, if the mean is higher than 3 and the significance value is less than 0.05, then it 

can be stated that the observed t is acceptable and, as a result, there is a single-variable relationship. 

Accordingly, it can be claimed that all relationships in the model are confirmed. On the other hand, 

based on the results, the highest mean obtained for the "the effect of product development on economic 

competitiveness", where it can be stated that product development has a significant effect on the 

economic competitiveness. Also, the mean value of the relationship between innovation and product 

development and the relationship between financial performance and earnings per share was higher than 

4, and so these relationships are also significant. The lowest mean was obtained for the effect of 

financial performance on the quality of financial information, where this relationship is confirmed 

considering observed statistics, and, on the other hand, the effect that financial performance has on the 

quality of financial information is at the least level, given the lower mean value obtained than the other 

variables. 

4. Conclusion and Suggestion 

As the results confirm, there is a direct and nonlinear relationship between intellectual capital and 

economic competitiveness that is influenced by other factors. Creating economic competitiveness firstly 

leads to the establishment of some other variables and then affects them directly or indirectly. 

Intellectual capital affects economic competitiveness; it then affects total assets, product market 

competition, market value, and earnings per share. There is a correlation between the findings of this 

research and the results of researches conducted by Rastogi [42], Vătămănescu et al. [54], Cherkesova 

et al. [8] and Zambon [57], in terms of product market competition. Intellectual capital can also affect 

productivity, efficiency, financial performance, innovation, and entrepreneurship, where all these 

variables affect economic competitiveness. Nematollahi [37] emphasized the relationship between 

intellectual capital and efficiency. All of these eventually affect the annual ROEC. Taghavi and Alifarri 

[52], and Kiyamehr and Asgharzadeh [29] considered the direct relationship between intellectual capital 

No. Question Mean t-value Significance 

1 Intellectual capital affects economic competitiveness. 3.99 9.827 0.000 

2 Intellectual capital affects efficiency. 3.83 7.365 0.000 

3 Intellectual capital affects productivity. 3.83 7.799 0.000 

4 Intellectual capital affects innovation. 3.85 8.017 0.000 

5 Intellectual capital affects entrepreneurship. 3.92 8.897 0.000 

6 Intellectual capital affects financial performance. 3.95 9.272 0.000 

7 Efficiency affects productivity. 3.96 9.699 0.000 

8 Productivity affects economic competitiveness. 3.62 5.314 0.000 

9 Innovation affects product development. 4.06 11.095 0.000 

10 Entrepreneurship affects product development. 3.96 9.528 0.000 

11 Product development affects economic competitiveness. 4.08 11.493 0.000 

12 Financial performance affects economic competitiveness. 3.64 5.574 0.000 

13 Financial performance affects quality of financial information. 3.34 5.600 0.000 

14 Quality of financial information affects economic competitiveness. 3.98 9.897 0.000 

15 Financial performance affects earnings per share. 4.00 9.874 0.000 

16 Economic competitiveness affects earnings per share. 3.76 6.980 0.000 

17 Economic competitiveness affects product market competition. 3.77 7.259 0.000 

18 Economic competitiveness affects total assets. 3.78 7.296 0.000 

19 Economic competitiveness affects market value. 3.75 6.901 0.000 

20 Market value affects annual return. 3.88 8.462 0.000 

21 Earnings per share affects ROEC rate. 3.80 7.348 0.000 

22 ROEC rate affects annual return. 3.81 7.356 0.000 
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and ROEC. Yahyazadehfar et al. [54] confirmed the effect of intellectual capital on financial 

performance directly or indirectly; there is a correlation between these findings and the results of this 

research. Based on the FCM results, the highest and lowest impact was observed in the "relationship 

between economic competitiveness and earnings per share" and "the effect of financial performance on 

economic competitiveness", respectively. With one-sample t-test, the highest mean was observed for 

11th items and the relationship between product development and economic competitiveness, while the 

lowest mean was observed for the item "financial performance affects the quality of financial 

information." According to employees' opinions, it can be claimed that the mean values of the 

relationship between "financial performance and earnings per share", "product development and 

economic competitiveness," as well as "innovation and product development" are higher 4, resulting in 

stronger effectiveness. In general, the effect that intellectual capital has on economic competitiveness 

can be confirmed, but the relation between these two variables is not simple and affected by other 

variables and the economic consequences. Also, according to experts, and considering the FCM results, 

the effect of intellectual capital on economic competitiveness, and the effect of other variables on annual 

returns are confirmed. Therefore, annual returns can be the most important and final economic 

consequence. The highest effectiveness was observed for intellectual capital, while the greatest effect 

is on economic competitiveness. 

Scenarios can be presented based on the proposed model. For example, in a probable scenario, increased 

intellectual capital will lead to increased economic competitiveness, high economic competitiveness 

will lead to higher market value, and ultimately high market value will lead to an increase in annual 

returns. When using the results of this study, some considerations should be considered. The results 

obtained in this study are based on the results of research conducted in Iran. As a result, interpreting the 

results of this study should be based on observed variables. On the other hand, experts included 

managers and professors in financial management, while other experts have different opinions. 

Therefore, studying different scenarios by other researchers is recommended. It is also suggested the 

model be expanded using approaches such as system dynamics and using software such as Vensim PLE. 
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1. Introduction  

Soil has a critical role in construction as it acts as ultimate load bearing material for structures such as 

buildings, roads, bridges etc. As a result of continuous construction and development works, the odds 

of availability of favorable soil at construction sites have decreased, which urges the engineers to utilize 

the land with unfavorable & problematic soil for the construction purposes. Clayey soils are expansive 

in nature as they tend to experience volumetric changes upon interaction with water. The swelling and 

shrinkage behavior of clayey soils instigates severe soil related problems. Improvement in soil 
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A B S T R A C T P A P E R    I N F O 

In geotechnical engineering, soil stabilization provides practical and cost-effective 

solutions related to problematic soils. With the growing necessity for 

environmentally friendly and sustainable materials, researchers have been 

exploring alternative methods such as biological approaches for soil stabilization. 

Biopolymers are produced from living organisms and are considered to be 

environmentally friendly soil stabilizers. A detailed study on stabilization of soil 

using Guar gum biopolymer was carried out through intensive laboratory testing. 

For this purpose, low plastic (CL) and high plastic (CH) clays were treated with 

varying contents of Guar gum biopolymer (1%, 2%, 3% and 4%) by the weight of 

dry soil. The experimental program mainly focused on compaction characteristics, 

unconfined compressive strength, California Bearing Ratio (CBR) and swell 

potential tests. All the samples were prepared on dry mix basis. The UCS of cured 

and soaked samples was tested after 2, 7, 14, and 28 days of curing and soaking. 

Strengthening effect of Guar gum biopolymer was observed with the increasing 

biopolymer content and curing period. An increase of 182.64% and 243.30% was 

observed in the UCS of CL and CH respectively at the end of curing period using 

2% biopolymer content. The results indicated a significant increase in the CBR of 

both CL and CH under soaked and unsoaked conditions. The incorporation of Guar 

gum biopolymer has shown significant improvement in geotechnical properties of 

low plastic and high plastic clays and can be adopted as a potentially sustainable 

soil stabilizer. 
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properties has been an important consideration for engineers and researchers throughout the 

construction history. Soil stabilization is a process of modification of soil properties such as compaction, 

bearing capacity, strength, and swelling potential for improved engineering performance [1, 2]. 

Researchers have been examining a variety of soil stabilization practices such as compaction, drainage, 

pre-compression, consolidation, grouting, soil reinforcement, geotextiles, and chemical stabilizers [3]. 

The use of various soil stabilizers has been in practice such as cement, lime, gypsum, fly ash, rice husk 

ash, rubber wastes, bitumen, and slag [4]. Among these conventional additives, cement is one of the 

most abundantly used material for soil stabilization [5]. Cement has been identified as the leading source 

of carbon dioxide emission, causing approximately 5% of annual carbon dioxide production [6]. The 

excessive use of conventional soil stabilizers, such as cement, leads to serious environmental impacts. 

Keeping in view the environmental sustainability, researchers have been intensively studying 

alternative materials such as geosynthetics, geopolymers, biopolymers, synthetic polymers, bio-

enzymes, and microbial injections to be used as stabilizers [7]. Biopolymers are produced by living 

organisms and are considered to be environmentally friendly and sustainable materials to be used as 

alternative soil stabilizers [8]. The use of biopolymers in not utterly new in the field of geotechnical 

engineering, as humans used various materials such as straw and sticky rice binders for soil 

improvement in the past [9]. Utilizing the biopolymers can help in improving the soil properties such 

as compressive strength, erosion control, reduction in permeability and vegetation suitability [10]. 

Biopolymers have shown the capability of being sustainable materials for the improvement of strength 

and stability of various soils and found to be advantageous over traditional stabilizers in terms of being 

environmentally friendly and effective at low concentrations [11]. Soils treated with biopolymers 

exhibit that small concentration of biopolymers mixed with soils result in higher compressive strength 

as compared to large amount of cement mixed with soil [9]. Biopolymers on interaction with fine soil 

particles form soil-biopolymer matrices having the strength mainly linked by hydrogen bonding, thus 

improving the overall compressive strength and resistance of soil [12]. Addition of biopolymers at low 

concentrations has been reported to improve compaction characteristics, compressive strength, CBR, 

swelling potential, permeability, collapsible potential, and shear parameters [13-16]. Due to the lack of 

biological approach for soil improvement in Pakistan, a biopolymer commonly known as Guar gum 

was selected as the soil stabilizing agent in this work. The addition of Guar gum to the soil has been 

reported to improve the compaction characteristics, compressive strength, CBR, resistance to wind 

erosion, dust resistance, water retention capacity, collapsible potential, surface strength and other 

mechanical properties of the soil [6, 13, 16, 17, 18]. In this study, the effects of Guar gum on low and 

high plastic clays has been investigated. 

2. Materials 

2.1. Soil 

Two types of soils, low plastic and high plastic clay, have been used in this study to investigate the 

effect of biopolymer on selected soil properties. The low plastic soil exhibiting swelling behavior used 

in this study was collected from Ballewala, Pakistan. Various studies have been conducted to control 

swelling and improve geotechnical properties such as compaction, compressive strength and CBR of 

Ballewala clay [19-22]. High plastic clay was prepared in the laboratory by mixing 25% bentonite with 

low plastic clay. Trial tests were conducted for the selection of suitable percentage of bentonite in order 

to prepare high plastic clay in laboratory. CL soil was mixed with 10%, 15%, 20%, and 25% bentonite 

and Atterberg Limits tests were conducted for each replacement. A significant change in liquid limit of 

the soil was observed at 25% bentonite mix, thus it was selected as the suitable percentage for preparing 
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CH samples in the laboratory. The geotechnical properties of low plastic and high plastic clays obtained 

through laboratory testing are shown in Table1. 

Table 1. Properties of untreated CL and CH. 

Property CL CH 

Passing Sieve # 200 (%) 94.42 97.09 

Clay Fraction (%) 19 26 

Liquid Limit, LL (%) 48 59 

Plastic Limit, PL (%) 21 28 

Plasticity Index, PI (%) 27 31 

Specific Gravity (Gs) 2.67 2.69 

AASHTO Classification A-7-6 A-7-6 

USCS Classification CL CH 

MDD (kN/m3) 17.80 17.50 

OMC (%) 12.00 12.34 

UCS (kPa) 170.53 211.44 

Un-soaked CBR (%) 3.69 2.61 

Soaked CBR (%) 2.12 1.36 

Swell Potential (%) 5.89 7.83 

 

 

Fig. 1. Grain size distribution of CL. 
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Fig. 2. Grain size distribution of CH. 

The bentonite used in this research to prepare high plastic clay in laboratory was obtained from Lahore, 

Pakistan. The chemical composition of industrial bentonite clay, known as Sodium Bentonite, is shown 

in Table 2. 

Table 2. Chemical composition of bentonite clay. 

Name Formula Percentage 

Silica SiO2 50.0 to 65.0 % 

Alumina Al2O3 15.0 to 25.0 % 

Ferric Oxide Fe3O3 2.0 to 4.0 % 

Magnesium Oxide MgO 3.0 to 6.0 % 

Calcium Oxide CaO 0.50 to 2.0 % 

Sodium Oxide Na2O 0.50 to 5.0 % 

Potassium Oxide K2O 0.20 to 1.0 % 

Titanium Oxide TiO2 0.20 to 0.50 % 

 

 2.2. Biopolymer 

Guar (botanically known as Cyamopsis Tetragonoloba) is grown in arid and semi-arid regions of Punjab 

and Sind provinces of Pakistan and its seeds are locally processed in industries to form Guar gum in 

powdered form, as shown in Fig. 3. 

The industrially produced Guar gum used in this research was obtained from Karachi, Pakistan. Guar 

gum comes from polysaccharide family of biopolymers which is mainly composed of sugars galactose 

and mannose. The basic structure of Guar gum consists of a linear chain of β-1, 4-linked mannose with 

α-1, 6-linked galactose residues [23], shown in Fig. 4. The galactose residues are linked with every 

second mannose in the chain, thus establishing short side branches [16]. Guar gum biopolymer through 

its hydroxyl groups (-OH) can form frequent hydrogen bonds, which further adds up to the strength of 

soil-biopolymer matrices [24]. 
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Fig. 3. Guar gum powder. 

 

 

 

Fig. 4. Structure of Guar gum biopolymer [23]. 

 

3. Experimental Procedure 

The experimental program mainly focused on the compaction characteristics, Unconfined Compressive 

Strength (UCS), CBR and swell potential of the soil. In order to evaluate the effectiveness of Guar gum 

biopolymer on these soil properties, a number of laboratory tests were conducted which include 

modified proctor test, unconfined compressive strength test and CBR test. In order to perform UCS and 

CBR tests, the samples were prepared at Optimum Moisture Content (OMC) obtained from modified 

proctor tests. UCS was performed in both curing and soaking conditions for evaluating the effect of 

curing period on the development of strength. CBR tests were also conducted under unsoaked and 

soaked conditions. Swell potential of the soil was determined from soaked CBR samples. 

3.1. Sample Preparation 

In light of the literature, dry mixing method was adopted for sample preparation [9, 13, 15, 17]. The 

Guar gum powder was thoroughly hand mixed with the soil and a predetermined amount of water was 

then added to the soil-biopolymer mixture to prepare the specimen for testing. In this study, different 
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quantities of Guar gum biopolymer were used with the soil according to its percentage by weight of dry 

soil sample. The mixing percentages are denoted in this study as BP-1, BP-2, BP-3, and BP-4 for 1%, 

2%, 3% and 4% biopolymer content, respectively. 

4. Results and Discussions 

The selected properties of soil were evaluated for assessing the effectiveness of Guar gum at four 

different percentages of biopolymer: 1%, 2%, 3%, and 4%, by weight of dry soil. The main results of 

this study are discussed below. 

4.1. Compaction Characteristics 

Compaction is a primary process in soil stabilization, in which a soil is compacted to a certain density 

after mixing the stabilizer. The attained density influences other soil properties such as bearing capacity, 

settlement, and shear strength. It is of prime importance to determine the compaction characteristics of 

soil mixed with varying percentages of biopolymer. The modified proctor test was performed using 

both low plastic and high plastic clays (CL and CH) mixed with each biopolymer percentage in order 

to determine the effect of Guar gum biopolymer on Maximum Dry Density (MDD) and OMC. The 

results for both the CL and CH soils are shown in Fig. 5 and Fig. 6, respectively. The modified proctor 

test results for both CL and CH soils show an increasing trend in the MDD and corresponding OMC 

values for biopolymer content up to 2%. Guar gum biopolymer fills up the pore spaces in the soil and 

also bonds with the fine particles of clay, thus increasing the dry density of the soil. Upon further 

increase in biopolymer content, the MDD showed a decreasing trend but the corresponding OMC kept 

on increasing with the increase in biopolymer content. This can be attributed to highly viscous nature 

of Guar gum biopolymer, which changes the water absorption and specific gravity of the soil sample 

resulting in decrease in MDD at higher biopolymer content. 

 

Fig. 5. Trend of OMC and MDD at different biopolymer percentages for CL. 
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Fig. 6. Trend of OMC and MDD at different biopolymer percentages for CH. 

 

4.2. Unconfined Compressive Strength 

The unconfined compressive strength test was conducted using both CL and CH samples. The test 

specimens were prepared at MDD and OMC obtained from modified proctor test for different 

percentages of Guar gum biopolymer. The prepared specimens were wrapped in plastic sheet and left 

at room temperature for 24 hours before testing. Fig. 7 shows the results of UCS tests for both the CL 

and CH soil specimens at different biopolymer percentages. For both soils, maximum values were 

observed at 2% biopolymer content. The effect of strength development with time was evaluated by 

curing the samples for 2, 7, 14, and 28 days in a thermostatically controlled oven. The prepared 

specimens were wrapped in plastic sheet and placed in oven at 40°C for desired curing period. The 

results of curing effect on strength of CL and CH soil samples are shown in Fig. 8 and Fig. 9, 

respectively. For soaking test, the UCS cured samples were placed in desiccator for 48 hours. The 

soaking test signifies the strength of soil subjected to capillary rise of water. Biopolymers generally 

have high specific surfaces and upon interaction with fine particles of the soil, they form firm soil-

biopolymer matrices. 

Guar gum biopolymer have large hydroxyl groups which form a network of hydrogels between soil 

particles and free water linked by hydrogen bonds, thus contributing to the higher compressive strength 

of the soil [15, 25, 26]. The unconfined compressive strength of both CL and CH soil samples used in 

this study showed significant improvement according to both the curing period of soil-biopolymer mix 

and also the content of biopolymer. The maximum values were achieved at 2% biopolymer content. 

Upon further increase in Guar gum biopolymer content, a decrease in UCS values was observed for 

both CL and CH soils. It was also observed that the UCS of both soils attained maximum values after 

28 days curing for all the biopolymer contents, among which the maximum value was obtained in BP-

2 case. The UCS value of CL and CH soils increased from 170.53 kPa to 482 kPa and from 211.44 kPa 

to 725.88 kPa, respectively after 28 days of curing. It indicates an increase of 182.64% and 243.30% in 

unsoaked UCS of CL and CH, respectively. 
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Fig. 7. UCS of uncured CL and CH samples at different biopolymer percentages. 

 

 

Fig. 8. UCS of CL soil at different curing periods. 
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Fig. 9. UCS of CH soil at different curing periods. 

In the presence of moisture, clays experience swelling and reduction in density, which results in the loss 

of strength. In order to replicate such conditions, soaking test on UCS samples was conducted. The 

results of soaked UCS samples at optimum biopolymer content for both CL and CH soils are shown in 

Fig. 10 and Fig. 11, respectively. The results are shown for the optimum biopolymer content in the case 

of BP-2 since maximum strength was observed in this case, as shown in Figs. 6 & 7. The results indicate 

the loss of strength for both CL and CH samples due to soaking in all the cases of biopolymer content. 

In BP-2 case, the strength for CL sample dropped from 482 kPa to 385.64 kPa, while for CH sample 

the strength decreased from 725.88 kPa to 550.64 kPa. It indicates a decrease of 19.99% and 24.14% in 

soaked UCS of CL and CH, respectively. 

Both CL and CH soils exhibited a loss in the strength due to the presence of moisture, although in 

comparison with the untreated soil samples, the biopolymer-soil mix has shown a significant strength 

under soaking conditions. At optimum biopolymer content, an improvement of 275.89% and 252.93% 
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Fig. 10. Difference in UCS of CL soil according to soaking conditions. 

 

 

Fig. 11. Difference in UCS of CH soil according to soaking conditions. 

 

Fig. 12. Comparison of untreated and treated UCS of CL according to soaking conditions. 
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Fig. 13. Comparison of untreated and treated UCS of CH according to soaking conditions. 

 

4.3. California Bearing Ratio 

CBR value largely depends on the compaction characteristics of the soil. CBR samples were prepared 

at OMC obtained from modified proctor test for each biopolymer percentage. Both unsoaked and soaked 

CBR tests were carried out at all four percentages of biopolymer for both CL and CH soils. The results 

of CBR test for CL and CH soils are shown in Fig. 14 and Fig. 15, respectively. It was observed from 

the results that the CBR value increased with increase in the biopolymer content up to 2%. Upon further 

increase in biopolymer   content, a decrease in CBR of both CL and CH was observed under unsoaked 

and soaked conditions. The results indicate that the effect of Guar gum biopolymer was slightly more 

significant on the CBR value of CL soil as compared to that of CH soil since both the soaked and un-

soaked CBR values in BP-2 case were slightly greater for CL soil. 

 

Fig. 14. Soaked and unsoaked CBR of CL at different biopolymer percentages. 
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Fig. 15. Soaked and unsoaked CBR of CH at different biopolymer percentages. 

 

The combined results of CBR for CL and CH under soaked and unsoaked conditions are presented in 

Fig. 16 for comparison of the effectiveness of Guar gum biopolymer on subgrade soil strength. 

 

Fig. 16. Comparison of soaked unsoaked CBR of CL and CH at optimum BP content. 
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significant reduction in the swelling potential of both CL and CH soils was observed according to the 

addition of optimum percentage of biopolymer. The results of swell potential for untreated and treated 

soil specimens are shown in Fig. 17 for both CL and CH soils. As shown in Figs. 16 & 17, it was 

observed that CL soil exhibit better results after the addition of Gaur gum biopolymer. 
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Fig. 17. Swell potential of CL and CH soils at optimum BP percentage. 

 

5. Conclusions 

With recent developments in construction industry, the most vital aspects involved in selection of the 

material to be used as soil stabilizer became the environment friendliness and sustainability. This work 

was focused on the use of Guar gum biopolymer as an environmentally friendly material to improve the 

geotechnical properties of low plastic and high plastic clays. An elaborate study was conducted to 

investigate the effectiveness of Guar gum biopolymer as potential substitute to conventional soil 

stabilizers. The chosen soil parameters to evaluate the feasibility of Guar gum biopolymer included the 

compaction characteristics, unconfined compressive strength, CBR, and one-dimensional swell 

potential. Based on the experiments conducted in laboratory on both the low plastic (CL) and high 

plastic (CH) clays, following conclusions were drawn: 

 The optimum amount of Guar gum biopolymer to be used with CL and CH soils was observed to be 2%, 

making it the optimum biopolymer content in this study. 

 The MDD of CL and Ch increased from 17.80 kN/m3 to 18.83 kN/m3 and from 17.50 kN/m3 to 18.17 

kN/m3, respectively.  

 For CL soil, the UCS value increased from 170.53 kPa to 281.45 kPa at optimum biopolymer content, 

which further increased to 482 kPa after 28 days of curing indicating an increase of 182.64%. 

 For CH, the UCS value climbed from 211.44 kPa to 332.25 kPa at optimum biopolymer content, which 

further increased to 725.88 kPa after 28 days of curing indicating an increase of 243.30%. 

 The strengthening effect of Guar gum biopolymer depends not only on the biopolymer content but also 

on the curing time. 

 Both CL and CH soil samples showed a decrease in strength due to the presence of moisture under 

soaked conditions. 

 After soaking, the UCS of CL samples treated with BP decreased from 482 kPa to 385.64 kPa indicating 

a decrease of 19.99%. 

 Similarly, UCS of CH samples treated with BP decreased from 725.88 kPa to 550.64 kPa indicating a 

decrease of 24.14%.  

 As compared to untreated samples, the soaked UCS of treated CL and CH samples was improved by 

275.89% and 252.93%, respectively. 

 At optimum biopolymer content, the unsoaked and soaked CBR values of CL soil increased up to 

182.93% and 202.36%, respectively. 
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 Similarly, the unsoaked and soaked CBR values of CH soil increased up to 259.39% and 265.44%, 

respectively by using optimum biopolymer content. 

 The resistance to swell potential of CL and CH soil specimens was improved by 56.35% and 33.74%, 

respectively. 

The results presented in this study indicate that the addition of Guar gum biopolymer at low percentages 

(1-3% by soil-weight) can significantly improve the geotechnical properties of such soils. This study 

will help increasing the confidence in using Guar gum biopolymer so that it can be effectively adopted 

as a potential soil stabilizer. Biopolymers are considered to be renewable materials, therefore utilizing 

biopolymers in stabilization techniques and construction can help in developing sustainable industry. 
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1. Introduction  

Natural fibres such as bamboo fibre are of interest in composite production due to their renewable and 

ecological characteristics amongst other properties [1-5]. One natural fibre with a lot of potentials in 

composite production is Bamboo fibre. It is considered a promising renewable resource in composite 

production because of its high growth rate, ease of processing, multiple application potentials and high 

specific strength [6-9]. Though suitable as an engineering material, further research is necessary to 
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A B S T R A C T P A P E R    I N F O 

There is great interest in application of natural fibres, such as bamboo fibre, as 

reinforcement in composite production. Herein, to achieve high performance under 

optimum process conditions, experimental design and optimization techniques are used 

to investigate the best parameter settings for processing bamboo fibre polyester 

composites. Single response optimization of the properties of bamboo fibre polyester 

composites using Taguchi orthogonal array, analysis of variance and Post hoc test was 

carried out. The test samples comprised of untreated, mercerized, acetylated and 

mercerized-acetylated bamboo fibre composites at fibre contents of 10, 20, 30, 40, and 

50 wt %. All composite samples were fabricated using conventional hand lay-up process 

on randomly oriented long bamboo fibres. It was found that optimum parameter setting 

for impact strength was achieved at mercerization treatment and 30wt% fibre content 

with impact strength of 158.23 J/cm. For flexural strength, optimum parameter setting 

was found to be mercerization treatment at 50 wt % level of fibre content which resulted 

to flexural strength of 62.7 MPa. The optimum parameter setting for tensile strength is 

observed at mercerized-acetylation treatment at 50 wt% fibre content with tensile 

strength of 72.96 MPa. However, no significant difference, (P <.005) was observed in 

flexural strength, tensile strength and impact strength of mercerized and mercerized-

acetylated fibre composites. This study established a research approach to improve 

bamboo fibre composite properties for more extended applications and to obtain optimal 

operating conditions by using optimization techniques. It will also serve as a guide for 

composite manufacturers on parameter settings selection. 
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improve bamboo properties for more extensive engineering applications [10, 11]. Besides, natural fibres 

differ in their chemical constituents and performance characteristics. Therefore, for each natural fibre 

and production process, there is need to obtain optimal parameter setting for improved composite 

properties. A possible research approach to improve bamboo fibre composite properties for more 

extended applications and to obtain optimal operating conditions is by using optimization techniques. 

Thus, in this study Taguchi orthogonal array and analysis of variance were applied to determine the 

optimal parameter setting for improving tensile, flexural and impact strength of bamboo fibre/polyester 

composites. Applying design of experiment in production process can reduce production cost, time and 

result to products and processes with better function and high reliability [12-14]. It is anticipated that 

this study will provide a guide on factor setting for composite manufacturers. 

2. Materials and Methods 

2.1. Materials 

Bamboo fibres were obtained from sound bamboo culms in a forest in Aba. Unsaturated polyester resin 

(average molecular weight of 2200, boiling point of 154°C, specific density of 1.194 g/cm3 and viscosity 

0.24 Pa.s at 250C) was purchased from Zhejiang Tianhe Resin Company Limited, China and used as 

matrix. Methyl Ethyl Ketone Peroxide (MEKP) and cobalt naphthenate were purchased from CAMIC 

chemicals, Aba and used as accelerator and catalyst, respectively. 

2.2. Bamboo Fibre Extraction 

Bamboo culms were split into strips of about 10 cm long and soaked in a solution containing 8% v/v 

sodium hypochlorite, 5% w/v sodium hydroxide and 0.5% w/v sodium chloride for 12 h at room 

temperature. Subsequently, to loosen the fibres, the bamboo strips were subjected to a pressure of 2 

MPa in a hydraulic press.  The fibres were extracted by manually scraping the pressed strips. Water was 

used to rinse the extracted fibres after which the fibres were dried in an oven at 60°C until a steady 

weight was obtained. 

2.3. Experimental Design 

Two operating parameters–treatment at four levels and treatment at five levels, were selected to assess 

the compressive and impact strength of the composites. The factors and their levels are given in Table 

1. 

Table 1. Factors and level selection for composite formulation. 

PHR = per hundred resins 

Using Taguchi method, an L20-Othorgonal Array was selected for the study. Table 2 contains the L20-

OA design matrix generated by “Minitab” software. 

 

Factors Level 1 Level 2 Level 3 Level 4 Level 5 

Fibre content (PHR) 10 20 30 40 50 

Surface modification Crude Mercerized Acetylated 
Mercerized-

Acetylated 
- 



 Onyekwere et al./ J. Appl. Res. Ind. Eng. 7(4) (2020) 344-364                  346 

Table 2. L20-OA design matrix for composite formulation. 

   

   

 

 

 

 

 

 

 

 

 

 

The sequence for Taguchi optimization in this study is as follows: 

 Select factors.  

 Select Taguchi orthogonal array.  

  Conduct experiments. 

 Measure the responses.  

 Analyze results (Signal-to-noise ratio): The desirable parameter settings are determined through analysis 

of the “Signal-to-Noise” (SN) ratio where factor levels that maximize the appropriate SN ratio are 

optimal. There are three standard types of SN ratios depending on the desired performance response [15-

17]. The following equations were used for the SN analysis. 

 

 

 

 

 

Experiment Number Treatment Fibre Content 

1 1 1 

2 1 2 

3 1 3 

4 1 4 

5 1 5 

6 2 1 

7 2 2 

8 2 3 

9 2 4 

10 2 5 

11 3 1 

12 3 2 

13 3 3 

14 3 4 

15 3 5 

16 4 1 

17 4 2 

18 4 3 

19 4 4 

20 4 5 

Smaller the better = − 10 log
1

n
∑ yi

2. ( ) 

Nominal the best =   10 log
Ῡ2

S2.  

Larger the better = −10 log
1

n
∑ (

1

yi
2). ( ) 
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These SN ratios are derived from the quadratic loss function and the unit is decibel (dB). 

2.4. Composite Formulation  

In composite production, polyester resins were used as matrix while bamboo fibres served as 

reinforcement. The bamboo fibre polyester composites were fabricated by conventional hand lay-up 

process followed by light compression moulding technique with five different fibre loading (10 wt, 20 

wt, 30 wt, 40 wt and 50 wt Per Hundred Resins (PHR), which was coded as P1, P2, P3, P4, and P5 

respectively). First, unsaturated polyester resin was mixed with 1wt% cobalt naphtenate accelerator and 

1 wt% MEKP catalyst. Second, the fibres were placed in a mould and the resin mixture was poured 

evenly on the fibres and allowed to wet completely. Then, a load of 50 kg was applied over the mould 

for 12 h during the curing process of the composites. Third, the cast of composites were removed from 

the mould and post-curing was done at 800C for 4 hours. Silicon spray was used as a releasing agent for 

easy removal of cured composite panels from the mould. Lastly, the samples of proper dimensions, 

according to ASTM standards, were cut out as test specimens from the sheet.  

2.5. Chemical Modification of Fibres 

The fibres were subjected to mercerization, acetylation and mercerized-acetylation treatments and 

classified as mercized, acetylated and mercirized-acetylated, respectively. The untreated fibre samples 

were classified as crude. 

2.5.1. Mercerization treatment of fibre 

Alkali solution (8 wt% NaOH concentration) was prepared by diluting sodium hydroxide (NaOH) 

pellets in water. Bamboo fibres were immersed in the NaOH solutions for 60 min at 320C [18]. 

Thereafter, the fibres were washed under running tap water until all traces of excess alkali were 

completely removed. Then, the fibres were oven dried to a constant weight at 60⁰C until a constant 

weight was achieved. The dried fibres were storedin plastic bags to avoid exposure to moisture.  

2.5.2. Acetylation treatment of fibre 

Non-catalyzed room temperature acetylation method was employed [19]. 10 g of fibres, from each run 

in the experimental design, was soaked in a beaker containing 200 ml of 15% acetic acid for 50 min. 

The fibres were then transferred to a beaker containing 200 ml of 5% acetic anhydride for 30 min. The 

fibres were removed from acetic anhydride and washed with running water until acid-free and dried to 

a constant weight in an oven set at 800C. 

2.5.3 Mercerized-acetylation treatment of fibre 

Bamboo fibres prepared using the mercerization method described in Section 2.5.1 were subjected to 

acetylation treatment to produce mercerized-acetylated fibres. 
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2.6. Characterization of Bamboo Fibre Polyester Composites 

2.6.1. Tensile test 

Tensile strength testing of all specimens was conducted according to ASTME 8 on 15 mm × 200 mm 

× 3 mm composite samples. The gauge length between the two clamps was set at 100 mm. Three 

identical tests specimen for each section thickness per sample were tested at room temperature with a 

strain/loading rate of 5 mm/min using a computerized Instron Testing Machine (Model 3369). The test 

piece which is of gauge length 100 mm was fixed at the edges of the upper and lower grip of the Instron 

testing machine tensile force applied until failure.Load displacement plots were obtained on an X–Y 

recorder and the testing machine displayed the ultimate tensile strength and yield strength.  

2.6.2. Flexural test 

Flexural test were performed using 3-point bending method according to ASTM D790-03. During 

flexural test, rectangular specimens having dimensions of 100 mm x 20 mm x 3 mm was lied on support 

spans in Instron Testing Machine (Model 3369) and a load of 5 KN was applied to the centre of the 

specimen by the loading nose of the Instron machine producing a three point bending at a crosshead 

speed of 5 mm/min, at a room temperature. The test was stopped when a specimen broke. In each case, 

three samples were tested and the average value was reported. 

2.6.3. Compressive test 

The compressive test was carried out in accordance with ASTM D 695-96. The specimens were cut to 

25mm x 25mm x plate thickness and then ground with carbide sand paperto obtain a smooth surface. 

The test was carried out in an Instron testing machine (Model 3369) equipped with a 50 kN load cell 

and a compression test fixture. Samples were placed on the machine and pressure was applied 

continuously at the rate of 2 mm/min until the samples failed.  Three replicates were tested.  

2.6.4. Impact strength test 

Impact testing was done according to ASTM/A29M-15. The tests were carried out using Izod Impact 

Testing method on Hounsfield Impact Testing Machine (Tensometer Ltd., Croydon, England) on 75 

mm x 15 mm x 3 mm samples. The specimen was notched at an angle of 45º from 28 mm end length 

of 75 mm. The specimen was subjected to impact blow and the amount of impact energy absorbed by 

the specimen was read off on a calibrated scale attached to the machine as a measure of impact strength 

in Joules. 

3. Results and Discussion 

3.1. Tensile Strength 

The average tensile strength values measured from the experiment and their corresponding S/N ratios 

are listed in Table 3. The S/N ratios were calculated using Eq. 3. An L20 orthogonal array was used to 

collect the experimental data. Column 2 and Column 3 were used to represent the two control factors. 

The first factor, which is the treatments, contains 4 levels which were denoted by 1-4 while the second 

factor, which is the fibre content, contains 5 levels which were denoted by 1–5. Table 4 contain the S/N 

ratio values of tensile strength by factor level. The level with the highest signal-to-noise ratio value is 
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optimum level for the control factor. The results show that level 4 of treatment, which is mercerized-

acetylation and level 5 of fibre content, which is P5 is the optimum factor combination for tensile 

strength of the composite. This corresponds to the main effect plot (See Fig. 1). 

Table 3. Factor level, mean tensile strength and their corresponding signal-to-noise level of bamboo fibre 

polyester composites. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. Response for signal-to-noise ratios of tensile strength-larger is better. 

 

 

 

 

3.1.1. Main and interaction effect of treatment and fibre content on tensile strength 

Fig.1 shows the main effects of treatment and fibre contents on tensile strength. The main effect of 

mercerized-acetylated bamboo fibres on tensile strength (Fig. 1a) has the highest values, followed by 

Exp. No. Treatment Fibre Content Tensile Strength (Mpa) S/N Ratio (dB) 

1 1 1 55.995 29.975 

2 1 2 59.914 33.557 

3 1 3 59.588 32.276 

4 1 4 63.700 33.587 

5 1 5 65.390 34.489 

6 2 1 53.521 32.540 

7 2 2 61.369 33.964 

8 2 3 62.377 34.217 

9 2 4 62.968 34.206 

10 2 5 64.394 34.432 

11 3 1 49.277 28.832 

12 3 2 57.922 32.414 

13 3 3 55.164 31.473 

14 3 4 56.828 30.382 

15 3 5 58.270 31.368 

16 4 1 60.409 33.845 

17 4 2 69.913 35.452 

18 4 3 60.077 33.568 

19 4 4 69.387 35.625 

20 4 5 72.964 36.414 

Level Treatment Fibre Content 

1 32.78 31.30 

2 33.87 33.85 

3 30.89 32.88 

4 34.98 33.45 

5  34.18 

Delta 4.09 2.88 

Rank 1 2 
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that of mercerized fibre composites. Mercerized-acetylated fibre composite has the highest tensile 

strength with an average tensile strength of 66.5 MPa followed by mercerized fibre composites with 

average of 60.93 MPa for all levels of fibre content. Acetylated fibre composites show the lowest tensile 

strength among all treatments with an average of 55.49 MPa.  
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Fig. 1. Main effect plot for signal-to-noise ratio of treatment and fibre content on tensile strength. 

Similar observation was made by [20] on rice husk-oil palm fibre hybrid composite where mercerization 

showed the highest tensile strength (the authors did not analyse tensile strength of mercerized-acetylated 

fibre composites). Mercerization produces better effect as it increases surface roughness and decreases 

the surface polarity. During mercerization, NaOH cleans the fibres surface by removing impurities, 

waxes and part of the lignin as lignin acts as a cementing substance that holds the fibre together [21]. 

Partial removal of lignin causes some debonding of the fibrils which leads to exposure or protruding of 

some of them. Such protrusion will produce mechanical bonding of the fibres and consequently, 

improve fibre-matrix interaction resulting to improved properties of the composite [22-25]. Similar 

observations were also made by [26] on bamboo fibre epoxy composites, [27] on 5% (w/V) NaOH 

treated coir fibre polyester composite and [28] on sisal polyester composite. Acetylated fibre composites 

exhibited the lowest tensile strength. Acetylation probably causes agglomeration of the filler, 

weakening the interfacial regions and making them less resistance to crack propagation. However, 

mercerizing before acetylation improves the tensile properties of acetylated fibre composites as this 

method blends the advantages of mercerization and acetylation to yield excellent tensile properties. 

As shown in Fig. 1b, the tensile strength increases with increase in fibre content in the composite. For 

mercerized and mercerized-acetylated fibre composites, there is a marginal reduction in tensile strength 

at fibre content P3. Rashed et al. [29] made similar observation on jute fibre reinforced polypropylene 

composite. The authors observed an increase in tensile strength with increase in fibre content up to 10% 

fibre content. The increase in tensile strength was attributed to the reinforcing effect of natural fibres. 

However, they attributed the reduction in strength to poor dispersion of fibres in polymer due to strong 

inter fibre hydrogen bonding which holds the fibres together. Girisha et al. [30] also reported similar 

results. 

A slight decrease in tensile strength is observed at P3 with subsequent increase up to the maximum fibre 

content of P5 for crude, acetylation and mercerization-acetylation (Fig. 1b). Similar observation, where 

tensile strength decreases after an initial increase, with further increase  at very high fibre content, has 

been made by previous researchers [31-33]. However, Figure 1b shows that mercerized fibre composite 

showed a steady increase in tensile strength up to the maximum fibre content of P5.Tensile strength of 
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72.96 MPa was obtained at the optimal parameter setting. The tensile strength is comparable to the 

result of previous studies Prasanna et al. [34] reported maximum tensile strength of 19.8 MPa on sisal 

fibre polyester composite; Hussain et al. [35]  reported maximum tensile strength of 15.06 MPa on 

bamboo fibre polyester composite. Neslihan et al. [36] observed a tensile strength of 35 MPa on bamboo 

fibre epoxy composite. Shito et al. [37] observed tensile strength of 35.1 MPa on single bamboo fibres 

MAPP composite. Chukwudi et al. [38] observed a maximum tensile strength of 23.50 MPa on Rafia 

palm polyester composites. Maximum tensile strength of 2 MPa was observed by [39] on sisal polyester 

composites while maximum tensile strengths of 52 MPa on banana fabric polyester composite and 39 

MPa on cotton fibre polyester composites was observed by [40] and [41]. The interaction plots of 

treatment and fibre content on tensile strength are illustrated in Fig. 2. No appreciable interaction was 

observed.  
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Fig. 2. Interaction plot for signal-to-noise ratio of treatment and fibre content on tensile strength. 

 

3.1.2. Analysis of variance and post hoc test for tensile strength 

The Analysis Of Variance (ANOVA), generated using Minitab 17 software, is shown in Table 5. 

ANOVA was conducted to determine if the differences in the main effect and interaction effects on 

tensile strength among the treatments and among the fibre contents are significant. Table 5 shows a 

significant main effect of treatments on tensile strength, F (3, 80) = 7.83, P <.001 and also a significant 

main effect of fibre content on tensile strength, F (4, 80) =4.40, P=.003. The interaction effect was not 

significant, F (12, 80) = 0.28, P = .99. 

Test of equality of error variance was conducted to investigate if the error variance of the dependent 

variable is equal across the groups. The result of the test, shown in Table 6, indicates equal error 

variance. Thus, a post hoc test that assumes equal error variance was chosen for mean comparison, in 

this case, a Turkey HSD post hoc test. A post hoc test, shown in Table 7 & 8 was carried out to determine 

the factor levels with significant mean difference in the group. 
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Table 5. Tests of between-subjects effects: dependent variable -tensile strength. 

 

 

Table 6. Levene's test of equality of error variancesa: dependent variable-tensile strength. 

 

The fibre content P1 has significantly lower tensile strength than P2, P4, and P5 (Table 7). There is no 

significant difference in the tensile strengths among P2, P3, P4 and P5 fibre contents. This indicates 

that increasing the fibre content beyond P2 up to P5 has no significant impact on the tensile strength of 

bamboo fibre polyester composite. Table 8 indicate that the tensile strength of mercerized-acetylated 

fibre composite is significantly higher than that of crude and acetylated composites. However, there is 

no significant mean difference in the tensile strength of mercerized-acetylated and mercerized 

composites.  

Table 7. Turkey HSD multiple comparison of tensile strength among various fibre contents. 

 

 

 

 

Table 8. Turkey HSD multiple comparison of tensile strength among various treatments. 

 

 

 

Hence, the tensile strength results show that, (1) while the main effect of treatment and fibre content on 

tensile strength is significant, the interaction effects are not significant. The main effect of mercerized-

acetylated bamboo fibres on tensile strength has the highest values for each fibre content level with the 

acetylated fibre composites showing the lowest tensile strength among all treatments and (2) the 

optimum parameter setting for tensile strength is observed at mercerized-acetylation treatment and P5 

fibre content with tensile strength of 72.96 MPa. The posthoc test shows that the effect of mercerized-

Source Type III Sum of Squares   df Mean Square F Sig. 

Corrected model 2824.954a 19 148.682 2.341 .007 

Intercept 41889.979 1 41889.979 659.496 .000 

Fibre content 1116.943 4 279.236 4.396 .003 

Treatment 1491.341 3 497.114 7.826 .000 

Fibre content * Treatment 216.669 12 18.056 .284 .990 

Error 3811.088 60 63.518   

Total 48526.020 80    

Corrected total 6636.041 79    

R Squared = .626 (Adjusted R Squared = .644)    

F df1 df2 Sig. 

1.119 19 60 .357 

  P1 P2 P3 P4 P5 

P1  -8.2673* -5.2916 -8.7628* -10.7328* 

P2 8.2673*  2.9756 -.4956 -2.4655 

P3 5.2916 -2.9756  -3.4712 -5.4412 

P4 8.7628* .4956 3.4712  -1.9700 

P5 10.7328* 2.4655 5.4412 1.9700  

  Crude Mercerized Acetylated Mercerized-Acetylated 

Crude  -1.7228 5.2258 -6.8640* 

Mercerized 1.7228  6.9486* -5.1412 

Acetylated -5.2258 -6.9486*  -12.0898* 

Mercerized-Acetylated 6.8640* 5.1412 12.0898*  
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acetylation on tensile strength of the fibre composites is significantly higher than that of untreated and 

acetylation. However, no significant difference is observed between the effect of mercerization and 

mercerized-acetylation on tensile strength of the fibre composites. The effect of P5 level of fibre 

contents on tensile strength is found to be significantly higher than P1. However, P5 level of fibre 

content is not significantly higher than P2, P3, and P4 levels of fibre contents.  

3.2. Flexural Strength 

The average flexural strength values measured from the experiment and their corresponding S/N ratios 

are listed in Table 9. The S/N ratios were calculated using Eq. 3. Table 10 gives the S/N ratio values of 

flexural strength by factor levels. The level with the highest signal-to-noise ratio value is optimum level 

for the control factor.  

Table 10 shows that level 2 and level 4 of treatment, which are mercerized and mercerized-acetylated, 

have almost the same highest S/N ratio value. Level 5 of fibre content, which is P5, have the highest 

S/N ratio in fibre content.  

Table 9. Factor level, mean flexural strength and the corresponding signal-to-noise level of bamboo fibre 

polyester composites. 

 

 

Exp. No. Treatment Fibre Content Mean Flexural Strength (Mpa) S/N Ratio (dB) 

1 1 1 3.997 9.402 

2 1 2 15.668 23.213 

3 1 3 21.804 26.124 

4 1 4 42.949 32.222 

5 1 5 54.565 34.588 

6 2 1 10.156 19.715 

7 2 2 18.448 24.851 

8 2 3 24.461 27.716 

9 2 4 32.277 29.969 

10 2 5 62.696 35.705 

11 3 1 9.697 18.616 

12 3 2 29.969 28.973 

13 3 3 20.185 25.878 

14 3 4 11.893 21.139 

15 3 5 37.945 31.339 

16 4 1 17.237 24.335 

17 4 2 28.311 28.167 

18 4 3 33.037 30.146 

19 4 4 18.988 25.103 

20 4 5 37.235 30.928 
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Table 10. Response for signal to noise ratios: flexural strength. 

 

 

 

 

3.2.1. Main and interaction effect of treatment and fibre content on flexural strength 

The main effect plot for S/N ratios of treatment and fibre contents on flexural strength is shown in Fig. 

3. The main effect of mercerized and mercerized-acetylated bamboo fibres on flexural strength of the 

composite (Fig. 3a) have the highest values followed by that of crude fibre.  Similar observation on 

alkaline treated fibre composite was made by [28]; the authors reported increase in flexural strength of 

alkaline treated sisal fibre/unsaturated polyester composite from 1 MPa in untreated fibre to 1.5 MPa in 

alkaline treated fibre. They attributed this to increase in fibre-matrix interaction due to removal of some 

portions of lignin, hemicelluloses and cellulose, resulting in increased surface area available for contact 

with the matrix. Shah et al. [39] also observed improvement in the flexural strength and modulus of 

alkaline treated (6% wt) woven banana fibre/unsaturated polyester composite over untreated fibre 

composite from 58 MPa to 64 MPa for flexural strength. They attributed the improvement to improved 

wetting of the treated fibre with the matrix. This results from removal of artificial and natural impurities 

and waxy substances from the fibre surface and imparting rougher surface to the fibre surface after 

mercerization which eventually results to better mechanical interlocking and improved interfacial 

adhesion. Other researchers also reported similar behaviour in; polyester resin reinforced with long and 

short hemp and kenaf fibre, wood flour–PP composite, coir-polyester composite; with about 22% 

increase in flexural strength from 38 – 49 MPa in untreated fibre to 49 to 56 MPa in alkaline treated 

fibre composites, kenaf epoxy composite [42-44]. 
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Fig. 3.  Main effect plot for signal- to- noise ratio of treatment and fiber content on flexural strength. 

Acetylated fibre composites have the lowest flexural strength. Acetylation probably causes 

agglomeration of the filler, weakening the interfacial regions. Similar observation was made by kallakas 

et al. [41], the authors reported a decrease in flexural strength of uncatalyzed acetylated wood flour – 

PP composite over unmodified wood flour composite from 36.2 MPa to 33.4 MPa. They attributed this 

Level Treatment Fibre Content 

1 25.11 18.02 

2 27.59 26.30 

3 25.19 27.47 

4 27.54 27.11 

5  33.14 

Delta 2.63 15.12 

Rank 2 1 
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to poor interfacial adhesion between the PP matrix and the acetylated wood flour. Fig. 3b shows that 

there is general increase in flexural strength with increase in fibre content. For all treatments, P1 has 

the lowest flexural strength while P5 has the highest. Krishnan et al. [44] reported similar finding of an 

increase in flexural strength with increase in fibre content of PP/Isora composite from 43.25 MPa in 5 

wt% fibre content to 45.6 wt% in 15 wt% fibre composite. They attributed the increase to the nature of 

the natural fibre which acts as a rigid filler responsible for increasing the stiffness of the polymer matrix. 

Other researchers also found similar behaviour in; Grewia optival/PF composite, Habiscus 

Sabdarifa/UF Composite, Piassava fibre polystyrene composite, and cotton fibre reinforced isophthallic 

polyester composite [45-48]. 

The flexural strength at the optimum parameter setting is 62.7 MPa. The flexural strength is comparable 

to the results of previous studies where maximum flexural strength of 54.1 MPa and 56.78 MPa where 

obtained on Sisal fibre polyester composite and Sisal/bamboo hybrid polyester composites, respectively 

[34]. Maximum flexural strength of 38.98 MPa was reported for bamboo fibre polyester composites 

[35]. Maximum flexural strength of 70 MPa was reported on bamboo fibre epoxy composites [36]. 

Maximum flexural strength of 54.31 MPa was obtained by [27] on Coir polyester composite while [39] 

observed flexural strength of 64 MPa on woven Banana fabric polyester composites.  

The interaction effect of treatment and fibre content on flexural strength is shown in Fig. 4. There is 

interaction among the various fibre treatments and levels of fibre content.  At the low fibre content of 

P1, the crude fibre composite has the lowest flexural strength while mercerized-acetylated composite 

has the highest flexural strength but as the fibre content increases, the flexural strength of mercerized 

and crude fibre composite becomes higher. 

It could be that acetylation reduces the protruding micro fibrils from the mercerized frayed fibres. 

However, increase in fibre content leads to increase in available micro fibrils and rough surface, in 

mercerized-acetylated fibre composites, to form an improved interlocking bond with the matrix.  
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Fig. 4.  Interaction plot for signal-to-noise ratio of treatment and fibre content on flexural strength. 
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3.2.2. Analysis of variance and post hoc test for flexural strength 

ANOVA generated using Minitab 17 software, is shown in Table 11. ANOVA was conducted to 

determine if the differences in the main effect and interaction effects on flexural strength among the 

treatments and among the fibre contents are significant. Table 11 shows a significant main effect of 

treatments on flexural strength, F (3, 80) = 6.54, P =.001 and also a significant main effect of fibre 

content on flexural strength, F (4, 80) = 90.38, P<.001. The interaction effect was significant, F (12, 

80) = 12.40, P < .001. 

 Table 11.  Analysis of variance  and Post Hoc test for flexural strength. 

 

 

 

 

 

 

 

Table 12. Levene's test of equality of error variances: dependent variable - flexural strength. 

    Test the null hypothesis that the error variance of the dependent variable is equal across groups 

    a.Design: intercept + Fibre content + Treatment + Fibre content*Treatment 

Test of equality of error variance was conducted to investigate if the error variance of the dependent 

variable is equal across the groups. Table 12 indicates equal error variance. Thus, Turkey HSD that 

assumes equal error variance was chosen for mean comparison to determine the factor levels with 

significant mean difference in the group and presented in Table 13 & Table 14.  

There is a significant mean difference between the flexural strength of acetylated composites and other 

treatments (Table 13). There is no significant difference among other treatments. The mean difference 

shows that acetylated composites has significantly lowest flexural strength among all the treatments 

while there is no significant difference among the flexural strength of crude, mercerization and 

mercerized-acetylated fibre composite. This shows that statistically, chemical modification does not 

significantly enhance the flexural strength of bamboo fibre composite. Table 14 indicate significant 

mean differences in flexural strength among the levels of fibre content. There is no significant difference 

among the flexural strength of fibre contents P2, P3 and P4 while they are significantly different from 

P1 and P5. Thus, in order to achieve a significant increase in flexural strength, high fibre content is 

required. 

 

 

Source Type III Sum of Squares df Mean Square              F Sig. 

Corrected model 17462.478a 19 919.078 27.891 .000 

Intercept 56502.027 1 56502.027 1.715E3 .000 

Fibre content 11912.981 4 2978.245 90.381 .000 

Treatment 646.851 3 215.617 6.543 .001 

Fibre content * Treatment 4902.646 12 408.554 12.398 .000 

Error 1977.134 60 32.952   

Total 75941.639 80    

Corrected total 19439.612 79    

a. R Squared = .898 (Adjusted R Squared = .866)    

F df1 df2 Sig 

1.703 19 60 0.061 
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Table 13. Turkey HSD Post Hoc multiple comparison of flexural strength among various treatments. 

 

 

 

Table 14. Turkey HSD Post Hoc multiple comparison of flexural strength among various levels of fibre content. 

 

 

 

Hence, a significant main and interaction effect of treatment and fibre content on flexural strength was 

observed. Mercerization and mercerized-acetylation produced better main effect on the composites than 

other treatments while the least effect was observed in acetylation. A general increase in flexural 

strength with increase in fibre content, for all treatments, was observed. The optimum parameter setting 

for flexural strength was found to be mercerization treatment and P5 level of fibre content which 

resulted to flexural strength of 62.7 MPa. The post hoc test indicated that the flexural strength of 

mercerized and mercerized-acetylated fibre composites is statistically significantly higher than that of 

other composites. However, no significant different was observed in flexural strength of mercerized and 

mercerized-acetylated fibre composites. The effect of P5 level of fibre content on flexural strength was 

significantly higher than that of all other levels of fibre content.   

3.3. Impact Strength 

The average impact strength values measured from the experiment and their corresponding S/N ratios 

are listed in Table 15. The S/N ratios were calculated using Eq. (3). Table 16 contain the S/N ratio values 

of impact strength by factor level. 

3.3.1. Main and interaction effect of treatment and fibre content on impact strength 

The main effect of treatment and fibre contents on impact strength is shown in Fig. 5. In Fig. 5a, 

mercerization has the highest positive effect on the impact strength of the fibre composites. Unmodified 

fibre composites show the lowest impact strength.  

 

 

 

 

  Crude Mercerized Acetylated Mercerized-Acetylated 

Crude  -1.811 5.858* .8351 

Mercerized 1.811  7.669* 2.646 

Acetylated -5.858* -7.669*  -5.023* 

Mercerized-Acetylated -.835 -2.646 5.023*  

  P1 P2 P3 P4 P5 

P1 
 

-12.827* -14.600* -16.255* -37.838* 

P2 12.827* 
 

-1.772 -3.427 -25.011* 

P3 14.600* 1.772 
 

-1.654 -23.238* 

P4 16.255* 3.427 1.654 
 

-21.583* 

P5 37.838* 25.011* 23.238* 21.583* 
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Table 15. Factor level, mean impact strength and the corresponding signal-to-noise level of bamboo fibre 

polyester composites. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 16.  Response table for signal to noise ratios of impact strength-larger is better. 

 

 

 

 

 

Among the modified fibre composites, acetylated fibre composites have the lowest impact strength. 

Acetylation probably causes agglomeration of the filler, weakening the interfacial regions and making 

them less resistance to crack propagation. Fig. 5b, shows that generally, the impact strength increases 

with increase in fibre content up to level 3 of fibre content, P3 after which a decline in impact strength 

was observed. This could be as a result of voids and imperfection which increases with increase in fibre 

content which results to poor interfacial adhesion and low interfacial strength. 

Exp. No. Treatment Fibre Content Mean Impact Strength (J/cm) S/N Ratio (dB) 

1 1 1 105.642 40.4535 

2 1 2 155.599 43.82421 

3 1 3 182.248 45.17447 

4 1 4 132.943 42.47087 

5 1 5 130.078 42.27101 

6 2 1 121.658 41.68095 

7 2 2 125.174 41.88239 

8 2 3 158.247 43.79078 

9 2 4 180.035 44.98056 

10 2 5 194.488 45.6011 

11 3 1 110.894 40.88479 

12 3 2 171.224 44.57203 

13 3 3 173.177 44.6705 

14 3 4 135.981 42.63379 

15 3 5 132.075 42.3006 

16 4 1 126.345 41.89238 

17 4 2 135.156 42.59417 

18 4 3 145.660 43.23304 

19 4 4 154.688 43.51206 

20 4 5 192.014 45.61425 

Level    Treatment Fibre Content 

1 42.84    41.23 

2 43.59    43.22 

3 43.01    44.22 

4 43.37    43.40 

5  43.95 

Delta 0.75     2.99 

Rank 2 1 



359                 Optimization of parameter settings to achieve improved tensile and impact strength of bamboo...

  

4321

44.5

44.0

43.5

43.0

42.5

42.0

41.5

41.0

54321

Treatment_1

M
e

a
n

 o
f 

S
N

 r
a

ti
o

s

fibre content

Main Effects Plot for SN ratios
Data Means

Signal-to-noise: Larger is better

A
B

 

Fig. 5. Main effect plots for signal-to-noise ratio of treatment and fibre content on impact strength. 

Interaction effect was observed for treatment and fibre content on impact strength (Fig. 6).  At the low 

fibre contents of P2 and P3, high impact strength was observed for crude and acetylated fibre composites 

but as the fibre content increases, the impact strength drastically reduced and became much lower than 

that of mercerized and mercerized-acetylated composite. Similar behaviour on impact strength of 

unmodified and acetylated fibre composites was observed by [47], they reported that the impact strength 

of unmodified and acetylated Piassa fibre reinforced polyestyrene composite increased with increase in 

fibre contend up to 4 wt% and 2.5 wt% respectively after which a steady decline was observed. They 

attributed the decrease in impact strength to the inability of the matrix to wet the fibres as the fibre 

content increased. Similar behaviour has been reported by other researchers on–sisal fibre reinforced 

polylactide composites, and, sisal and bamboo fibre reinforced polyester hybrid composites [34, 49]. 

Wiphawee et al. [50], observed a steady decline on the impact strength of untreated bamboo fibre PLA 

composite with increase in fibre content. They attributed it to poor interfacial adhesion between fibre 

and matrix.  

A steady increase in the impact strength of mercerized and mercerized-acetylated composites with 

increase in fibre content was observed up to the maximum fibre content of P5. The highest impact 

strength was observed at P5 fibre content for mercerized and mercerized-acetylated fibre composites. 

Mercerization prior to acetylation improved the impact strength of acetylated fibre composite. 

Wiphawee et al. [50], reported steady increase in impact strength of treated bamboo fibre PLA 

composite over the untreated composite. Prasanna et al. [34], made similar observation on sisal and 

bamboo fibre reinforced polyester hybrid composite. They reported that alkaline treatment improved 

the impact strength of the composite. 

Surface roughness of mercerized fibre improved relative to that of crude fibre with increase in fibre 

content; this resulted to improved fibre-matrix adhesion leading to higher impact strength. It also seems 

that acetylation reduced the protruding micro fibrils from the mercerized frayed fibres. However, 

increase in fibre content lead to increase in available microfribrils and rough surface in mercerized-

acetylated fibre composites, to form an improved interlocking bond with the matrix. Thus, mercerized 

and mercerized-acetylated composites showed the highest impact strength.  
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Fig. 6.  Interaction plot for signal-to-noise ratio of treatment and fibre content on impact strength. 

 
 

 
 

 

3.3.2. Analysis of variance and post hoc test for impact strength 

ANOVA generated using Minitab 17 software, is reported in Table 17. A significant main effect of 

treatments on impact strength, F (3, 119) = 6.97, P < .001 and a significant main effect of fibre content 

on impact strength, F (4, 119) = 49.98, P <.001 was observed. The interaction effect was significant, F 

(12, 119) = 19.27, P < .001. 

Test of equality of error variance was conducted to investigate if the error variance of the dependent 

variable is equal across the groups. The result of the test, shown in Table 18, indicates unequal error 

variance. Thus, a Games Howell post hoc test which assumes unequal error variance was chosen for 

mean comparison. The post hoc test results are reported in Tables’ 19 and 20.  

Table 17.  Analysis of variance: dependent variable-impact strength. 

 

 

 

 

 

 

 

 

 

 

 

Source Type III Sum of Squares df Mean Square F Sig. 

Corrected Model 81893.782a 19 4310.199 23.791 .000 

Intercept 2634387.899 1 2634387.899 1.454E4 .000 

Fibre content 36219.386 4 9054.847 49.980 .000 

Treatment 3787.658 3 1262.553 6.969 .061 

Fibre content * Treatment 41886.738 12 3490.561 19.267 .000 

Error 18116.851 100 181.169   

Total 2734398.532 120    

Corrected Total 100010.633 119    

a. R Squared = .819 (Adjusted R Squared = .784)    
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Table 18.  Levene's test of equality of error variancesa: dependent variable - impact strength. 

  

 

There is no significant difference on the mean impact strength among the various treatments of bamboo-

polyester composites (Table 19). This is in agreement with the result of the analysis of variance (Table 

17). Table 20 indicates significant mean differences in impact strength among the levels of fibre content. 

Fibre content P1, has significantly lower impact strength than fibre contents, P2-P5. The fibre content, 

P2 has significantly lower impact strength than P3. There is no significant difference in the impact 

strength among fibre contents P3, P4 and P5. This shows that increase in fibre content improves the 

impact strength up to P3 fibre content after which no significant improvement was observed. 

Table 19. Games Howell's multiple comparison of impact strength among various treatments. 

 

 

  

 

 

Table 20. Games Howell's multiple comparison of Impact strength among various levels of fibre contents. 

  

 

 

The analysis of the main and interaction effect of treatment and fibre content on impact strength shows 

that, the level of fibre content and the interaction between treatment and fibre content has significant 

effect on impact strength. However, treatment has no significant influence on impact strength of 

bamboo fibre polyester composites. A steady increase in the impact strength of mercerized and 

mercerized-acetylated composites with increase in fibre content was observed up to the maximum fibre 

content of P5. The optimum parameter setting for impact strength was observed at mercerization 

treatment and P3 fibre content with impact strength of 158.23 J/cm. The post hoc test shows that there 

is no significant difference among the effect of various treatments on the impact strength. The P3 level 

of fibre content was found to be significantly higher than that of P1 level of fibre contents. However, 

no significant difference among the effects of P3, P4 and P5 fibre contents on impact strength was 

observed.  

F df1 df2 Sig. 

  4.082 19 100 .000 

Tests the null hypothesis that the error variance of the dependent variable is equal across groups. 

a. Design: Intercept + Fibre content + Treatment + Fibre content * Treatment 

  Crude Mercerized Acetylated Mercerized-Acetylated 

Crude    -14.618  -3.368 -9.470 

Mercerized 14.6  11.250 5.147 

Acetylated 3.36 -11.250  -6.102 

Mercerized-Acetylated 9.47 -5.147 6.102  

  P1 P2 P3 P4 P5 

P1 
 

-30.653* -48.697* -34.776* -46.028* 

P2 30.653* 
 

-18.044* -4.123 -15.375 

P3 48.697* 18.0447* 
 

13.921 2.669 

P4       34.776* 4.1233 -13.921 
 

-11.252 

P5 46.028* 15.3754 -2.669 11.252 
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4. Conclusion 

This research focused on optimization of parameter settings to obtain bamboo fibre/polyester 

composites of improved properties. An attempt was made to obtain optimal parameter setting for 

Tensile strength, Flexural strength and impact strength of bamboo fibre polyester composites using 

Taguchi orthogonal array with focus on effect of fibre content and surface modification. Post hoc test 

was used to determine the parameter settings that are significantly different from others. The 

optimization was carried out with the goal of obtaining high performance composite and to produce a 

guide for composite producers and manufacturers in parameter settings selection. This research should 

serve as a decision guide to composite manufacturers on the choice of parameter settings based on the 

desired properties and the particular application of their composite product. 
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1. Introduction  

Sexually Transmitted Diseases (STDs) can be transmitted through genital-genital, orogenital, or 

anogenital contacts and remain to be a public health concern worldwide. In the world, around one 

million people are believed to be newly infected with each day. Numerous causative agents including 

bacteria, viruses, protozoa, yeast, and fungi are responsible for sexually transmitted infections.  

However, viruses exhibit more serious risks, probabilities and outcomes of STDs than other organisms. 

The most lethal viral STIs are Human Immunodeficiency Virus-1 (HIV), Herpes Simplex viruses 1 and 

2 (HSV-1 and HSV-2), and Human Papillomavirus (HPV), which are responsible for major sexually 

transmitted viral infections including AIDS, herpes simplex, and genital warts, respectively. Despite 

the fact that several prevention strategies such as vaccination, abstinence from sex, limiting sex partners, 
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possedness of the developed model equations was proved and the equilibrium 
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the use of condoms and a range of therapeutic drugs have drastically reduced the risk of contracting 

STIs, these three infections continue to spread at an alarming rate [1].  

Human Papillomaviruses (HPVs) named for warts (papillomas) are the most common sexually 

transmitted infectious agents both in men and women across the world. HPV is a small, nonenveloped, 

and double-stranded DNA virus [1]. Most of the HPV infections are asymptomatic and can feed away 

without treatment over the course of a few years. About 70% of HPV infections fed away with in a year 

and 90% within two years. However, in some people infection can persist for many years and can cause 

warts or low risk genotype of HPV, while other types lead to different kinds of cancers or high risk 

genotype of HPV, including cervical cancer [2-3]. Statistics show that there are 18.1 million new cases, 

9.6 million cancer related deaths, and 43.8 million people living with cancer in 2018. The number of 

new cases is expected to rise from 18 million to 22 million by 2030 and the number of global cancer 

deaths is projected to increase by 45% by 2030 [4].  

Human Immunodeficiency Viruses (HIV) are an RNA retrovirus. That is, to enter a cell, HIV translates 

its RNA to DNA with a viral enzyme called reverse transcriptase [5]. The target cell of HIV is CD4 T 

cells. A healthy human body has about 1000/mm3 of CD4 T cells. When the CD4 T cells of a patient 

decline to 200/mm3 or below, then that person is classified as having AIDS [6]. In the world, new HIV 

infections among young women aged 15–24 years were reduced by 25% between 2010 and 2018. The 

annual number of deaths from AIDS-related illness among people living with HIV globally has fallen 

from a peak of 1.7 million in 2004 to 770 000 in 2018. The global decline in deaths has largely been 

driven by progress in eastern and southern Africa, which is home to 54% of the world’s people living 

with HIV. AIDS-related mortality in the region declined by 44% from 2010 to 2018.The annual number 

of new infections since 2010 has declined from 2.1 million to 1.7 million in 2018 [7]. 

Herpes Simplex Virus Type II (HSV-II) infections are the primary cause of genital herpes. Genital 

herpes is a chronic, life-long viral infection caused by Herpes Simplex Virus-I (HSV-I) and Herpes 

Simplex Virus-II (HSV-II). HSV-II can be transmitted during sexual contact with someone who has a 

genital HSV-II infection [8]. Worldwide, an estimated 19.2 million new HSV-II infections occurred 

among adults and adolescents aged 15-49 years in 2012 with the highest rates among younger age 

groups. HSV-II is a lifelong infection and the estimated global HSV-II prevalence of 11.3% translates 

into an estimated 417 million people with the infection in 2012. The prevalence of HSV-II is highest in 

the WHO African Region (31.5%), followed by the Region of the Americas (14.4%) [9]. 

Co-infection is more than one disease co-existing within a single host. HPV, HIV and HSV-II are among 

the diseases that contaminate a large number of individuals worldwide. People with a weakened immune 

system such as those with HIV/AIDS are susceptible to diseases such as HPV, HSV-II. HPV-HIV-

HSV-II is the co-infection of three of diseases responsible for loss of many lives. When an individual 

is co-infected with HPV-HIV, HPV-HSV-II, HIV-HSV-II and HPV-HIV-HSV-II at acute and clinical 

latency stages is called the initial stage. The final stage of the co-infection of HPV-HIV, HPV-HSV-II, 

HIV-HSV-II and HPV-HIV-HSV-II involves AIDS with Cervical cancer, cervical cancer with Herpes 

Simplex Virus-II, AIDS with HSV-II and Cervical Cancer-AIDS-HSV-II. This paper develops and 

analyses the mathematical model of HPV-HIV-HSV-II co-infection. 

Mathematical modelling plays an important role in increasing our understanding of the dynamics of co-

infectious diseases and also to investigate the optimal use of intervention strategies to control the spread 

of infectious diseases. Old and recent studies such as [10-12] developed a mathematical model of 

Human Papillomavirus to understand the transmission dynamics of the disease. A lot of scholars [13, 
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15] developed a mathematical model of HIV to describe the dynamics of the disease that helped them 

to propose disease control mechanism and also described the transmission dynamics of the diseases. 

Some of them are [16, 24] developed and analyzed a deterministic model for the transmission dynamics 

of Herpes Simplex Virus-II. Mhlanga et al. [17] proposed and analyzed a mathematical model for the 

spread of HSV-2 by incorporating all the relevant biological details and poor treatment adherence. 

Furthermore, a lot of scholars developed a mathematical model to illustrate the dynamics of the co-

infection with other infectious diseases and to suggest disease control mechanism. Some of them are 

[18, 19] the co-dynamics of HPV and HIV Disease. In their study, it was found that if the basic 

reproduction number of HPV becomes very small approaching zero, there is no new HPV infection 

which reduces the rate of AIDS progression. There are also some findings on coinfection of HPV and 

HSV-II by authors [20, 21]. The analysis of their study showed that HPV infection increases the risk of 

HSV-II similarly; HSV-II infection increases the risk for HPV. Moreover, Mhlanga [22] proposed a 

deterministic mathematical model for the co-interaction of HIV and HSV-II in a community, with all 

the relevant biological detail and poor HSV-II treatment adherence. In this study threshold parameters 

of the model are determined and stabilities are analyzed. Results from their simulation suggests that 

more effort should be devoted to monitoring and counseling of individuals dually infected with HIV 

and HSV-II as compared to those infected with HSV-II only. 

So far, several mathematical studies have been undertaken to understand the transmission dynamics 

HPV, HIV, HSV-II, but they did not considered the coinfection of three disease i.e. coinfection of HPV-

HIV-HSV-II in their studies.  

2. Model Description and Formulation 

The total human population 𝑁 is subdivided into 22 subclasses, namely susceptible individuals, which 

are capable of becoming infected  𝑆(𝑡), individuals who are exposed to HPV𝐸𝑝(𝑡), individuals who are 

exposed to HIV 𝐸ℎ(𝑡), individuals who are exposed to HSV-II 𝐸𝑠(𝑡), individuals who are exposed to 

both HPV and HIV 𝐸𝑝ℎ(𝑡), individuals who are exposed to both HPV and HSV-II 𝐸𝑝𝑠(𝑡), individuals 

who are exposed to both HIV and HSV-II 𝐸ℎ𝑠(𝑡), individuals who are infected with HPV𝐼𝑝(𝑡), 

individuals who are infected with HIV 𝐼ℎ(𝑡), individuals who are infected with HSV-II 𝐸𝑠(𝑡), individuals 

who are coinfected with both HPV and HIV 𝐼𝑝ℎ(𝑡), individuals who are coinfected with both HPV and 

HSV-II 𝐼𝑝𝑠(𝑡), individuals who are coinfected with both HIV and HSV-II 𝐼ℎ𝑠(𝑡), individuals having 

cervical cancer  𝐶(𝑡), individuals having AIDS  𝐴(𝑡), individuals having HSV-II  𝐻(𝑡), individuals 

having both cervical cancer and AIDS  𝐶𝐴(𝑡), individuals having both cervical cancer and HSV-

II  𝐶𝐻(𝑡), individuals having both AIDS and HSV-II  𝐴𝐻(𝑡), individuals having  cervical cancer AIDS 

and HSV-II  𝐶𝐴𝐻(𝑡), individuals recovered from HPV infection 𝑅𝑝, and individuals recovered from 

HSV infection 𝑅𝑠 are considered.  

The whole population is susceptible to human papillomavirus, HIV and HSV-II. It is assumed that 

individuals enter to the susceptible subclass through birth at a rate Π and the number of susceptible 

increases by those individuals that lost their temporary immunity from subclass of recovered 𝑅𝑝 and 𝑅𝑠 

with rate 𝜒𝑝 and 𝜒𝑠 respectively. Susceptible individuals may acquire HPV infection, HIV infection, 

HSV-II infection, HPV-HIV coinfection, HPV-HSV-II coinfection and HIV-HSV-II coinfection with 

force of infection 𝜆𝑝 =
𝛽𝑝𝐼𝑝

𝑁𝑝
, 𝜆ℎ =

𝛽ℎ𝐼ℎ

𝑁ℎ
,   𝜆𝑠 =

𝛽𝑠𝐼𝑠

𝑁𝑠
,   𝜆𝑝ℎ =

𝛽𝑝ℎ𝐼𝑝ℎ

𝑁𝑝ℎ
, 𝜆𝑝𝑠 =

𝛽𝑝𝑠𝐼𝑝𝑠

𝑁𝑝𝑠
 and 𝜆ℎ𝑠 =

𝛽ℎ𝑠𝐼ℎ𝑠

𝑁ℎ𝑠
 

respectively. Here 𝛽𝑝, 𝛽ℎ, 𝛽𝑠, 𝛽𝑝ℎ, 𝛽𝑝𝑠  and 𝛽ℎ𝑠 are transmission coefficient of HPV, HIV, HSV-II, HPV-
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HIV coinfection, HPV-HSV-II coinfection and HIV-HSV-II coinfection. Individuals in 𝐸𝑝 and 𝐸ℎ 

subclass move to 𝐸𝑝ℎ with rate 𝜈1 and 𝜈2. Individuals in 𝐸𝑝 and 𝐸𝑠 subclass are also move to 𝐸𝑝𝑠 with 

rate 𝜈19 and 𝜈20. Similarly, individuals in 𝐸ℎ and 𝐸𝑠 subclass move to 𝐸ℎ𝑠 with rate 𝜈3 and 𝜈4. 

Furthermore, individuals in 𝐸𝑝, 𝐸𝑝ℎ , 𝐸𝑝𝑠, 𝐸ℎ , 𝐸ℎ𝑠 and 𝐸𝑠 sub-class progress to 𝐼𝑝 , 𝐼𝑝ℎ , 𝐼𝑝𝑠, 𝐼ℎ , 𝐼ℎ𝑠 and 𝐼𝑠 sub-

class with per capita rate of 𝜂𝑝, 𝜂𝑝ℎ, 𝜂𝑝𝑠, 𝜂ℎ, 𝜂ℎ𝑠 and 𝜂𝑠 respectively.  Addition to this, individuals in 𝐼𝑝 

and 𝐼ℎ subclass move to 𝐼𝑝ℎ with rate 𝜈6 and 𝜈7. Also, Individuals in 𝐼𝑝 and 𝐼𝑠 subclass are move to 𝐼𝑝𝑠 

with rate 𝜈15 and 𝜈16. Similarly, individuals in 𝐼ℎ and 𝐼𝑠 subclass move to 𝐼ℎ𝑠 with rate 𝜈8 and 𝜈9. 

Moreover, individuals in subclass 𝐼𝑝 , 𝐼𝑝ℎ, 𝐼𝑝𝑠 , 𝐼ℎ , 𝐼ℎ𝑠 and 𝐼𝑠 may develop cervical cancer, cervical cancer-

AIDS coinfection, cervical cancer-HSV-II coinfection, AIDS, AIDS-HSV-II coinfection and HSV-II 

with progression rates𝛼𝑝, 𝛼𝑝ℎ, 𝛼𝑝𝑠, 𝛼ℎ, 𝛼ℎ𝑠 and 𝛼𝑠 respectively. Finally, individuals in 𝐶, 𝐶𝐴, 𝐶𝐻, 𝐴,

𝐴𝐻 and 𝐻 may developed coinfection of HPV-HIV-HSV-II with rate 𝜑, 𝜃, 𝜋, 𝜓, 𝛿 and 𝛾, respectively. 

All individuals suffer natural mortality at a rate 𝜇 and sick, die of cervical cancer, AIDS, HSV-II, 

cervical cancer-AIDS coinfection, AIDS-HSV-II coinfection, cervical cancer-HSV-II infection and 

cervical cancer-AIDS-HSV-II coinfection at rate 𝜉. The schematic diagram that describes the flow of 

the model is given below in Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Schematic diagram for HPV-HIV-HSV-II coinfection model. 

Based on model assumption and Fig. 1 we obtain the following system of linear differential equation  
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dS

dt
= Π + χpRp + χsRs − (λp + λph + λh + λps + λhs + λs + μ)S,  

dEp

dt
= λpS − (ηp + ν19 + ν1 + μ)Ep,  

dEph

dt
= λphS + ν1Ep + ν2Eh − (ηph + μ)Eph,  

dEps

dt
= λpsS + ν19Ep + ν20Es − (ηps + μ)Eps,  

dEh

dt
= λhS − (ηh + ν2 + ν3 + μ)Eh,  

dEhs

dt
= λhsS + ν3Eh + ν4Es − (ηhs + μ)Ehs,  

dEs

dt
= λsS − (ηs + ν4 + ν20 + μ)Es,  

dIp

dt
= ηpEp − (αp + ν15 + ν6 + ωp + μ)Ip,  

dIph

dt
= ηphEph + ν6Ip + ν7Ih − (αph + μ)Iph,  

dIps

dt
= ηpsEps + ν15Ip + ν16Is − (αps + μ)Ips,  

dIh

dt
= ηhEh − (αh + ν7 + ν8 + μ)Ih,  

dIhs

dt
= ηhsEhs + ν8Ih + ν9Is − (αhs + μ)Ihs,  

dIs

dt
= ηsEs − (ωs + ν9 + ν16 + μ)Is,  

dC

dt
= αpIp − (ν10 + ν17 + φ + μ + ξ)C,  

dCA

dt
= αphIph + ν10C + ν11A − (θ + μ + ξ)CA,  

dCH

dt
= αpsIps + ν17C + ν18H − (π + μ + ξ)CH,  

dA

dt
= αhIh − (ν11 + ν12 + ψ + μ + ξ)A,  

dAH

dt
= αhsIhs + ν12A + ν13H − (δ + μ + ξ)AH,  

dH

dt
= αsIs − (ν13 + ν18 + γ + μ + ξ)H,  

dACH

dt
= φC + θCA + πCH + ψA + δAH + γH − (μ + ξ)ACH,  

dRp

dt
= ωpIp − (χp + μ)Rp,  

dRs

dt
= ωsIs − (χs + μ)Rs.  
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With initial condition 

S(0) = S0, Ep(0) = Ep0, Eph(0) = Eph0, Eps(0) = Eps0, Eh(0) = Eh0, Ehs(0) = Ehs0, Es(0) = Es0,

Ip(0) = Ip0, Iph(0) = Iph0, Ips(0) = Ips0, Ih(0) = Ih0, Ihs(0) = Ihs0, Is(0) = Is0, A(0) = A0, C(0) =

C0, CA(0) = CA0,   AH(0) = AH0, CH(0) = CH0, H(0) = H0 , ACH(0) = ACH0, Rp = Rp0, Rs = Rs0. 

3. Analysis HPV only Model 

Here analysis of HVP only model is considered and model equation obtained from Eq. (1). This is 

 

 

 

                                                                      

 

 

3.1. Invariant Region 

In this section, we get a region in which the solution of Eq. (2) is bounded. To obtain this, first we 

considered the total population  (𝑁𝑝), where (𝑁𝑝) = 𝑆 + 𝐸𝑝 + 𝐼𝑝 + 𝐶 + 𝑅𝑝. Then, differentiating (𝑁𝑝) 

both sides with respect to 𝑡 leads 

                            

Substituting Eq. (2) into Eq. (3), we can get 

dNp

dt
= Π − μNp − ξC, 

⇒
dNp

dt
≤ Π − μNp,       

  where (𝜉 = 0) i.e., in the absence of mortality 

∫
dNp

Π − μNp
≤ ∫ dt, 

⇔
−1

μ
ln(Π − μNp) ≤ t + c1,  

where 𝑐1 is integration constant 

⇒ (Π − μNp) ≥ ce−μt,       

dS

dt
= Π + χpRp − (λp + μ)S, 

dEp

dt
= λpS − (ηp + μ)Ep,  

dIp

dt
= ηpEp − (αp + ωp + μ)Ip,  

dC

dt
= αpIp − (μ + ξ)C,  

dRp

dt
= ωpIp − (χp + μ)Rp.  

dNp

dt
=

dS

dt
+

dEp

dt
+

dIp

dt
+

dC

dt
+

dRp

dt
 . 
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where 𝑐 = 𝑒−𝑐1. 

Then, applying initial condition 𝑁𝑝(0) = 𝑁𝑝0, we obtain 

                        

 

 

Further, it can be observed that 𝑁𝑝(𝑡) → (Π μ⁄ ) as 𝑡 → ∞. That is, the total population size 𝑁𝑝(𝑡) takes 

off from the value 𝑁𝑝(0) at the initial time 𝑡 = 0 and ends up with the bounded value (𝛱 𝜇⁄ ) as the time 

𝑡 grows to infinity. Thus, it can be concluded that 𝑁𝑝(𝑡) is bounded as  0 ≤ 𝑁𝑝(𝑡) ≤ (Π μ⁄ ). Thus, the 

feasible solution set of the system equation of the model enters and remains in the region: 

Ωp = {(S, Ep, Ip, C,     Rp) ∈ ℜ+
5  ∶   Np ≤ Π μ⁄ } . 

Therefore, the Eq. (2) is well posed epidemiologically and mathematically. Hence, it is sufficient to 

study the dynamics of the basic model in the region 𝛺𝑝. 

3.2. Existence of Solution 

Lemma 1. Solutions of the model Eq. (2) together with the initial conditions 𝑆(0) > 0, 𝑆, 𝐸𝑝(0) > 0,

𝐼𝑝(0) >), 𝐶(0) > 0,     𝑅𝑝(0) > 0  exist in ℝ+
5  i.e., the model variables 𝑆(𝑡), 𝐸𝑝(𝑡), 𝐼𝑝(𝑡), 𝐶(𝑡) and  𝑅𝑝(𝑡)   

exist for all 𝑡 and will remain in ℝ+
5 . 

Proof. The right hand sides of the system of Eq. (2) can be expressed as follows: 

 

 

 

 

 

 

According to Derrick and Groosman theorem, let 𝛺𝑝 denote the region 𝛺𝑝 = {(𝑆, 𝐸𝑝 , 𝐼𝑝 , 𝐶,     𝑅𝑝) ∈

ℜ+
5  ∶ 𝑁𝑝 ≤ 𝛱 𝜇⁄ }. Then Eq. (1) have a unique solution if (𝜕𝑓𝑖) (𝜕𝑥𝑗)⁄ , 𝑖, 𝑗 = 1, 2, 3, 4, 5 are continuous and 

bounded in Ω𝑝. Here,𝑥1 = 𝑆,   𝑥2 = 𝐸𝑝, 𝑥3 = 𝐼𝑝 ,   𝑥4 = 𝐶 and𝑥6 = 𝑅𝑝. The continuity and the boundedness 

are verified as here under in Table 1. 

 

 

 

⇒ Np ≤
Π

μ
− [

Π−μNp

μ
]e−μt.  

f1(S, Ep, Ip, C,     Rp) = Π + χpRp − (λp + μ)S, 

f2(S, Ep, Ip, C,     Rp) = λpS − (ηp + μ)Ep,  

f3(S, Ep, Ip, C,     Rp) = ηpEp − (αp + ωp + μ)Ip,  

f4(S, Ep, Ip, C,     Rp) = αpIp − (μ + ξ)C,  

f5(S, Ep, Ip, C,     Rp) = ωpIp − (χp + μ)Rp.  
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Table 1. Continuity and boundedness of the model solution. 

Thus, all the partial derivatives (𝜕𝑓𝑖) (𝜕𝑥𝑗),⁄ 𝑖, 𝑗 = 1, 2, 3, 4, 5  exist, continuous and bounded in Ω𝑝. 

Hence, by Derrick and Groosman theorem, a solution for the Model (2) exists and is unique. 

3.3. Positivity of Solution 

The solution of the system remains positive at any point in time t, if the initial values of all the variables 

are positive. 

Lemma 2. Let Ωp =  {(𝑆, 𝐸𝑝 , 𝐼𝑝 , 𝐶,     𝑅𝑝) ∈ ℝ+
5 ;  𝑆0(0) > 0, 𝐸𝑝0(0) > 0, 𝐼𝑝0(0) >), 𝐶0(0) >

0,     𝑅𝑝0(0) > 0}; then the solutions of {𝑆, 𝐸𝑝 , 𝐼𝑝 , 𝐶, 𝑅𝑝} are positive for all  𝑡 ≥ 0. 

Proof: Positivity is verified separately for each of the model 𝑆(𝑡), 𝐸𝑝(𝑡), 𝐼𝑝(𝑡), 𝐶(𝑡) and 𝑅𝑝(𝑡). 

Positivity of𝑆(𝑡): From Eq. (2) we have: 

𝑑𝑆

𝑑𝑡
= Π + 𝜒𝑝𝑅𝑝 − (𝜆𝑝 + 𝜇)𝑆, eliminating the positive terms (Π + 𝜒𝑝𝑅𝑝) we get, 

⇔
𝑑𝑆

𝑑𝑡
≥ −(𝜆𝑝 + 𝜇)𝑆, using variables separable method we get, 

⇒ ∫
dS

S
≥ − ∫(λp + μ) dt , 

⇒ ln S ≥ −(λp + μ)t + c3, 

where 𝑐3 is integration constant. 

⇒ 𝑆(𝑡) ≥ 𝑆0e−(𝜆𝑝+𝜇)𝑡,𝑆0 = ec3  and e−(𝜆𝑝+𝜇)𝑡 ≥ 0, for all 𝑡 ≥ 0. 

Hence, it can be concluded that 𝑆(𝑡) ≥ 0.    

Positivity of 𝐸𝑝(𝑡): From Eq. (2) we have: 

𝑑𝐸𝑝

𝑑𝑡
= 𝜆𝑝𝑆 − (𝜂𝑝 + 𝜇)𝐸𝑝, eliminating the positive terms (𝜆𝑝𝑆) we get, 

⇔
𝑑𝐸𝑝

𝑑𝑡
≥ −(𝜂𝑝 + 𝜇)𝐸𝑝, using variables separable method we get, 

|(𝜕𝑓1) (𝜕𝑆)⁄ | = |−(𝜆𝑝 + 𝜇)| < ∞ 

|(𝜕𝑓1) (𝜕𝐼𝑝)⁄ | =  |−(𝛽1𝑆 𝑁𝑝⁄ )| <

∞. 

|(𝜕𝑓1) (𝜕𝑅𝑝)⁄ | = |𝜂| < ∞. 

|(𝜕𝑓1) (𝜕𝐸𝑝)⁄ | = |(𝜕𝑓1) (𝜕𝐶)⁄ |

=  0 < ∞. 

|(𝜕𝑓2) (𝜕𝑆)⁄ | = |𝜆𝑝| < ∞. 

|(𝜕𝑓2) (𝜕𝐸𝑝)⁄ | = |−(𝜂𝑝 + 𝜇)|

< ∞. 

|(𝜕𝑓2) (𝜕𝐼𝑝)⁄ | = |𝛽1𝑆 𝑁𝑝⁄ | < ∞. 

|(𝜕𝑓2) (𝜕𝐶)⁄ | = |(𝜕𝑓2) (𝜕𝑅𝑝)⁄ |

= 0 < ∞. 

|(𝜕𝑓3) (𝜕𝑆)⁄ | = 0 < ∞. 

|(𝜕𝑓3) (𝜕𝐸𝑝)⁄ | = |𝜂𝑝| < ∞. 

|(𝜕𝑓3) (𝜕𝐼𝑝)⁄ | = |−(𝛼𝑝 + 𝜔𝑝

+ 𝜇)| < ∞. 

|(𝜕𝑓3) (𝜕𝐶)⁄ | = |(𝜕𝑓2) (𝜕𝑅𝑝)⁄ |

= 0 < ∞. 

|(𝜕𝑓4) (𝜕𝑆)⁄ | = |(𝜕𝑓4) (𝜕𝐸𝑝)⁄ |

= 0 < ∞. 

|(𝜕𝑓4) (𝜕𝐼𝑝)⁄ | = |𝛼𝑝| < ∞. 

|(𝜕𝑓4) (𝜕𝐶)⁄ | =  |−(𝜇 + 𝜉)| < ∞. 

|(𝜕𝑓4) (𝜕𝑅𝑝)⁄ | =  0 < ∞. 

|(𝜕𝑓5) (𝜕𝑆)⁄ | = |(𝜕𝑓5) (𝜕𝐸𝑝)⁄ |

= 0 < ∞. 

|(𝜕𝑓5) (𝜕𝐼𝑝)⁄ | = |𝜔𝑝| < ∞. 

|(𝜕𝑓5) (𝜕𝐶)⁄ | =  0 < ∞. 

|(𝜕𝑓5) (𝜕𝑅𝑝)⁄ | = |−(𝜒𝑝 + 𝜇)|

< ∞. 
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⇒
𝑑𝐸𝑝

𝐸𝑝
≥ −(𝜂𝑝 + 𝜇)𝑑𝑡, integrating both side we can get,       

⇒ ∫
dEp

Ep
≥ − ∫(ηp + μ) dt , 

⇒ ln Ep ≥ −(ηp + μ)t + c4,  

where 𝑐4 is integration constant 

⇒ 𝐸𝑝(𝑡) ≥ 𝐸𝑝0
e−(𝜂𝑝+𝜇)𝑡, 𝑆0 = ec4and e−(𝜂𝑝+𝜇)𝑡 ≥ 0, for all 𝑡 ≥ 0. 

Hence, it can be concluded that 𝐸𝑝(𝑡) ≥ 0.    

Positivity of 𝐼𝑝(𝑡): From Eq. (2) we have: 

𝑑𝐼𝑝

𝑑𝑡
= 𝜂𝑝𝐸𝑝 − (𝛼𝑝 + 𝜔𝑝 + 𝜇)𝐼𝑝, eliminating the positive terms (𝜂𝑝𝐸𝑝)we get,           

⇔
𝑑𝐼𝑝

𝑑𝑡
≥ −(𝛼𝑝 + 𝜔𝑝 + 𝜇)𝐼𝑝, using variables separable method we get, 

⇒
𝑑𝐼𝑝

𝐼𝑝
≥ −(𝛼𝑝 + 𝜔𝑝 + 𝜇)𝑑𝑡, integrating both side we can get,       

⇒ ∫
dIp

Ip
≥ − ∫(αp + ωp + μ) dt , 

⇒ ln Ip ≥ −(αp + ωp + μ)t + c5, 

 where 𝑐5 is integration constant 

⇒ 𝐼𝑝(𝑡) ≥ 𝐼𝑝0e−(𝛼𝑝+𝜔𝑝+𝜇)𝑡, 𝐼𝑝0 = ec5and e−(𝛼𝑝+𝜔𝑝+𝜇)𝑡 ≥ 0,for all 𝑡 ≥ 0. 

Hence, it can be concluded that 𝐼𝑝(𝑡) ≥ 0.    

Positivity of  𝐶(𝑡): From Eq. (2) we have: 

𝑑𝐶

𝑑𝑡
= 𝛼𝑝𝐼𝑝 − (𝜇 + 𝜉)𝐶, eliminating the positive terms (𝛼𝑝𝐼𝑝)we get, 

⇔
𝑑𝐶

𝑑𝑡
≥ −(𝜇 + 𝜉)𝐶, using variables separable method we get, 

⇒
𝑑𝐶

𝐶
≥ −(𝜇 + 𝜉)𝑑𝑡, integrating both side we can get,       

⇒ ∫
dC

C
≥ − ∫(μ + ξ) dt , 

⇒ ln C ≥ −(μ + ξ)t + c6, 
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 where 𝑐6 is integration constant 

⇒ 𝐶(𝑡) ≥ 𝐶0e−(𝜇+𝜉)𝑡, 𝐶0 = ec6and e−(𝜇+𝜉)𝑡 ≥ 0, for all 𝑡 ≥ 0. 

Hence, it can be concluded that 𝐶(𝑡) ≥ 0.    

Positivity of 𝑅𝑝(𝑡): From Eq. (2) we have: 

𝑑𝑅𝑝

𝑑𝑡
= 𝜔𝑝𝐼𝑝 − (𝜒𝑝 + 𝜇)𝑅𝑝, eliminating the positive terms (𝜔𝑝𝐼𝑝) we get, 

⇔
𝑑𝑅𝑝

𝑑𝑡
≥ −(𝜒𝑝 + 𝜇)𝑅𝑝, using variables separable method we get, 

⇒ 𝑐7
𝑑𝑅𝑝

𝑅𝑝
≥ −(𝜒𝑝 + 𝜇)𝑑𝑡, integrating both side we can get,       

⇒ ∫
dRp

Rp
≥ − ∫(χp + μ) dt , 

⇒ ln Rp ≥ −(χp + μ)t + c7,  

where  is integration constant 

⇒ 𝑅𝑝(𝑡) ≥ 𝑅𝑝0e−(𝜒𝑝+𝜇)𝑡, 𝑅𝑝0 = ec7and e−(𝜒𝑝+𝜇)𝑡 ≥ 0, for all 𝑡 ≥ 0. 

Hence, it can be concluded that 𝑅𝑝(𝑡) ≥ 0.    

Therefore, the model variables 𝑆(𝑡), 𝐸𝑝(𝑡), 𝐼𝑝(𝑡), 𝐶(𝑡) and 𝑅𝑝(𝑡)representing population sizes of 

various types of cells are positive quantities and will remain in ℝ+
5  for all  𝑡. 

3.4. Local Stability of the Disease-Free Equilibrium (DFE) 

The disease free equilibrium of Eq. (2) is obtained by equating all equations of the model equation to 

zero and then letting 𝐸𝑝 = 𝐼𝑝 = 𝐶 = 𝑅𝑝 = 0. Then we obtain 

E1 = {(
Π

μ
) , 0, 0, 0, 0}. 

The linear stability of the DFE, 𝐸1, can be established using the next generation operator method in Van 

den Driessche and Watmouth [23] on the System (2). The matrice  𝐹 s (for the new infection terms) and 

  𝑉 (of the transition terms) are given, respectively by, 

F = [
0 βp 0

0 0 0
0 0 0

]  and V = [

ηp 0 0

−ηp (αp + ωp + μ) 0

0 −αp μ + ξ

]. 

The associated reproduction number, denoted by ℜ𝑝 is then given by, 
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ℜp =
(βpηp)

(αp + ωp + μ)(μ + ξ)
. 

Further using theorem in Van den Driessche and Watmouth [23], the following result is established. 

The DFE is locally asymptotically stable if ℜ𝑝 < 1 and unstable is ℜ𝑝 > 1. 

3.5. Stability Analysis of Endemic Equilibrium 

Lemma 3. The HPV only model has a unique endemic equilibrium if and only if ℜp > 1. 

Proof.  Let the endemic equilibrium point of the Eq. (2) be denoted by, 

E1
∗ = (S∗, Ep

∗ , Ip
∗ , C∗, Rp

∗   ), 

and consider the force of infection 

                                                              

 

Solving the equations in System (5) by setting the right hand sides of equations equal to zero, gives, 

                

 

 

 

Substituting Eq. (6) in Eq. (5) gives 

               

 

This shows that the non-zero (positive endemic) equilibrium point of the model equation satisfy 

                                                             

 

Where 𝐷1 = (𝜂𝑝 + 𝜇)and 𝐷2 = 𝜇 [1 − ℜ𝑝 (
Π+𝜒𝑝+𝑅𝑝

∗

Π
)]. 

λp
∗ = [βpI∗] [N]⁄ .  

S∗ = [Π + χpRp
∗ ] [λp

∗ + μ]⁄ , 

 
 

Ep
∗ = [λp

∗ (Π + χpRp
∗ )] [(λp

∗ + μ)(ηp + μ)],⁄  

 

Ip
∗ = [λp

∗ ηp(Π + χpRp
∗ )] [(λp

∗ + μ)(ηp + μ)(αp + ωp + μ)]⁄ , 

C∗ = [λp
∗ ηpαp(Π + χpRp

∗ )] [(λp
∗ + μ)(ηp + μ)(αp + ωp + μ)(μ + ξ)]⁄ Rp

∗

= [ωpηpΠλp
∗ ] [(λp

∗ + μ)(ηp
∗ + μ)(αp + ωp + μ)(χp + μ) − ωpηpλp

∗ χp].⁄  

(ηp + μ)(λp
∗ )

2
+ λp

∗ μ [1 − ℜp (
Π+χp+Rp

∗

Π
)] = 0.  

D1λp
∗ + D2 = 0.  
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It is clear that 𝐷1 > 0 and 𝐷2 < 0 when ℜ𝑝 (
Π+𝜒𝑝+𝑅𝑝

∗

Π
) > 1. Thus the Linear System (8) has a unique 

positive solution, given by 𝜆𝑝
∗ =

−𝐷2

𝐷1
  whenever ℜ𝑝 > 1. 

Now, to show its local stability analysis, Eq. (7) gives a fixed point problem of the form 

    

 

Then, derivatives of 𝑓(𝜆𝑝
∗ ) become 

f ′(λp
∗ ) = [2(ηp + μ)λp

∗ ] + μ [1 − ℜp (
Π + χp + Rp

∗

Π
)]]. 

Evaluating 𝑓′(𝜆𝑝
∗ ) at 𝜆𝑝

∗ = −𝐷2 𝐷1⁄  gives 

f ′(−D2 D1⁄ ) = 3μ [1 − ℜp (
Π + χp + Rp

∗

Π
)]], 

⇒ |𝑓′(𝜆𝑝
∗ )| < 1 at 𝜆𝑝

∗ = −𝐷2 𝐷1⁄ , whenever ℜ𝑝 (
Π+𝜒𝑝+𝑅𝑝

∗

Π
) > 1. 

Therefore, the unique endemic equilibrium is locally asymptotically stable if ℜ𝑝 > 1.  

4. Analysis HIV only Model 

Here analysis of HIV only model is considered and model equation obtained from Eq. (1). This is 

 

 

                                                                                                 

 

 

 

The invariant region, existence of solution and uniqueness of solution is can be determined similar to 

Section 3.1, 3.2, and 3.3. 

4.1. Local Stability of the Disease-Free Equilibrium (DFE) 

The disease free equilibrium of Eq. (9) is obtained by setting the system of equations in Model (9) to 

zero. At disease free equilibrium there are no infection and recovery. Then we obtain 

f(λp
∗ ) = (ηp + μ)(λp

∗ )
2

+ λp
∗ μ [1 − ℜp (

Π+χp+Rp
∗

Π
)] = 0.  

dS

dt
= Π − (λh + μ)S,  

dEh

dt
= λhS − (ηh + μ)Eh ,  

dIh

dt
= ηhEh − (αh + μ)Ih,  

dA

dt
= αhIh − (μ + ξ)A.  
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E2 = {(
Π

μ
) , 0, 0, 0}. 

The stability analysis of the DFE, 𝐸2, can be established using basic reproduction number. The concept 

of the next generation matrix would be employed in computing the basic reproduction number.  Using 

theorem 2 in Van den Driessche and Watmouth [23] on the HIV model in Eq. (9), the basic reproduction 

number of the HIV only model, denoted by ℜℎ is then given by 

ℜh =
(βhηh)

(αh + μ)(μ + ξ)
 . 

Further using theorem 2 in Van den Driessche and Watmouth [23], the following result is established. 

The DFE is locally asymptotically stable if ℜℎ < 1 and unstable is ℜℎ > 1. 

4.2. Stability Analysis of Endemic Equilibrium 

The endemic equilibrium points are computed by setting the system of differential equations in the HIV 

only Model (9) to zero. The endemic equilibrium points are as follows:  

                

 

 

 

 

 

Lemma 4. The HIV only model has a unique endemic equilibrium if and only if ℜℎ > 1. 

Proof.  Substituting Eq. (10) into force of infection, we can get 

 

                                    

This shows that the non-zero (positive endemic) equilibrium point of the model equation satisfy 

                                                      

 

Where 𝐷1 = (𝜂ℎ + 𝜇) and 𝐷2 = 𝜇[1 − ℜℎ]. 

S∗ = [Π] [λh
∗ + μ]⁄ , 

 
 

Eh
∗ = [λh

∗ Π] [(λh
∗ + μ)(ηh + μ)]⁄ , 

 
 

Ih
∗ = [λh

∗ ηhΠ] [(λh
∗ + μ)(ηh + μ)(αh + μ)]⁄ ,  

A∗ = [λh
∗ ηhαhΠ] [(λh

∗ + μ)(ηh + μ)(αh + μ)(μ + ξ)].⁄   

(ηh + μ)(λh
∗ )2 + λh

∗ μ[1 − ℜh] = 0.  

D1λh
∗ + D2 = 0.  
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It is clear that 𝐷1 > 0 and 𝐷2 < 0 when ℜℎ > 1. Thus the Linear System (12) has a unique positive 

solution, given by 𝜆ℎ
∗ =

−𝐷2

𝐷1
  whenever ℜℎ > 1. 

Now, to show its local stability analysis, Eq. (11) gives a fixed point problem of the form 

f(λh
∗ ) = (ηh + μ)(λh

∗ )2 + λh
∗ μ[1 − ℜh] = 0. 

Then, derivatives of 𝑓(𝜆ℎ
∗ ) become 

f ′(λh
∗ ) = [2(ηh + μ)λh

∗ ] + μ[1 − ℜh]]. 

Evaluating 𝑓′(𝜆ℎ
∗ ) at 𝜆ℎ

∗ = −𝐷2 𝐷1⁄  gives 

f ′(−D2 D1⁄ ) = 3μ[1 − ℜh]], 

⇒ |𝑓′(𝜆ℎ
∗ )| < 1 at  𝜆ℎ

∗ = −𝐷2 𝐷1⁄  , whenever ℜℎ > 1. 

Therefore, the unique endemic equilibrium is locally asymptotically stable if ℜℎ > 1.  

5. Analysis HSV-II only Model 

Here analysis of HSV-II only model is considered and model equation obtained from Eq. (1). This is 

 

 

 

                                                                                                  

 

 

 

The invariant region, existence of solution and uniqueness of solution is can be determined similar to 

Section 3.1, 3.2, and 3.3. 

5.1. Local Stability of the Disease-Free Equilibrium (DFE) 

The disease free equilibrium of Eq. (13) is obtained by setting the system of equations in Model (13) to 

zero. At disease free equilibrium there are no infection and recovery. Then we obtain; 

E3 = {(
Π

μ
) , 0, 0, 0, 0} . 

dS

dt
= Π + χsRs − (λs + μ)S,  

dEs

dt
= λsS − (ηs + μ)Es, 

dIs

dt
= ηsEh − (αs + ωs + μ)Is, 

dH

dt
= αsIs − (μ + ξ)H, 

dRs

dt
= ωsIs − (χs + μ)Rs. 
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The stability analysis of the DFE, 𝐸3, can be established using basic reproduction number. The concept 

of the next generation matrix would be employed in computing the basic reproduction number. Using 

theorem 2 in Van den Driessche and Watmouth [23] on the HSV-II model in Eq. (13), the basic 

reproduction number of the HSV-II only model, denoted by ℜ𝑠 is then given by 

ℜs =
(βsηs)

(αs + ωs + μ)(μ + ξ)
 . 

Further using theorem 2 in Van den Driessche and Watmouth [23], the following result is established. 

The DFE is locally asymptotically stable if ℜ𝑠 < 1 and unstable is ℜ𝑠 > 1. 

5.2. Stability Analysis of Endemic Equilibrium 

The endemic equilibrium points are computed by setting the system of differential equations in the 

HSV-II only Model (13) to zero. The endemic equilibrium points are as follows 

                

 

 

 

 

 

Lemma 5. The HSV-II only model has a unique endemic equilibrium if and only if ℜ𝑠 > 1. 

Proof.  Substituting Eq. (10) into force of infection, we can get  

                                    

 

This shows that the non-zero (positive endemic) equilibrium point of the model equation satisfy 

                                                      

 

Where 𝐷1 = (𝜂𝑠 + 𝜇)and 𝐷2 = 𝜇 [1 − ℜ𝑠 (
Π+𝜒𝑠+𝑅𝑠

∗

Π
)]. 

It is clear that 𝐷1 > 0 and 𝐷2 < 0 when ℜ𝑠 (
Π+𝜒𝑠+𝑅𝑠

∗

Π
) > 1. Thus the Linear System (16) has a unique 

positive solution, given by 𝜆𝑠
∗ =

−𝐷2

𝐷1
  whenever ℜ𝑠 > 1. 

S∗ = [Π + χsRs
∗] [λs

∗ + μ]⁄ , 

 
 

Es
∗ = [λs

∗(Π + χsRs
∗)] [(λs

∗ + μ)(ηs + μ)],⁄  

 

Is
∗ = [λs

∗ηs(Π + χsRs
∗)] [(λs

∗ + μ)(ηs + μ)(αs + ωs + μ)],⁄  

H∗ = [λs
∗ηsαs(Π + χsRs

∗)] [(λs
∗ + μ)(ηs + μ)(αs + ωs + μ)(μ + ξ)]⁄ Rs

∗

= [ωsηsΠλs
∗] [(λs

∗ + μ)(ηs
∗ + μ)(αs + ωs + μ)(χs + μ) − ωsηsλs

∗χs]⁄ . 

(ηs + μ)(λs
∗)2 + λs

∗μ [1 − ℜs (
Π+χs+Rs

∗

Π
)] = 0.  

D1λs
∗ + D2 = 0.  
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Now, to show its local stability analysis, Eq. (15) gives a fixed point problem of the form                   

f(λs
∗) = (ηs + μ)(λs

∗)2 + λs
∗μ [1 − ℜs (

Π + χs + Rs
∗

Π
)] = 0. 

Then, derivatives of 𝑓(𝜆𝑠
∗) become 

f ′(λs
∗) = [2(ηs + μ)λs

∗] + μ [1 − ℜs (
Π + χs + Rs

∗

Π
)]] . 

Evaluating 𝑓′(𝜆𝑠
∗) at 𝜆𝑠

∗ = −𝐷2 𝐷1⁄  gives 

f ′(−D2 D1⁄ ) = 3μ [1 − ℜs (
Π + χs + Rs

∗

Π
)]]. 

⇒ |𝑓′(𝜆𝑠
∗)| < 1 at 𝜆𝑠

∗ = −𝐷2 𝐷1⁄  , whenever ℜ𝑠 (
Π+𝜒𝑠+𝑅𝑠

∗

Π
) > 1. 

Therefore, the unique endemic equilibrium is locally asymptotically stable if ℜ𝑠 > 1.  

6. Analysis HPV-HIV only Coinfection Model 

Here analysis of HPV-HIV only coinfection model is considered and model equation obtained from Eq. 

(1). This is 

 

 

 

                                                                                              

 

 

The invariant region, existence of solution and uniqueness of solution is can be determined similar to 

section 3.1, 3.2, and 3.3. 

6.1. Local Stability of the Disease-Free Equilibrium (DFE) 

The disease free equilibrium of Eq. (17) is obtained by setting the system of equations in Model (17) to 

zero. At disease free equilibrium there are no infection and recovery. Then we obtain 

E4 = {(
Π

μ
) , 0, 0, 0}. 

The stability analysis of the DFE, 𝐸4, can be established using basic reproduction number. The concept 

of the next generation matrix would be employed in computing the basic reproduction number.  Using 

theorem 2 in Van den Driessche and Watmouth [23] on the HPV-HIV coinfection model in Eq. (17), 

dS

dt
= Π − (λph + μ)S ,  

dEph

dt
= λphS − (ηph + μ)Eph , 

dIph

dt
= ηphEph − (αph + μ)Iph, 

dCA

dt
= αphIph − (μ + ξ)CA. 
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the basic reproduction number of the HPV-HIV only coinfection model, denoted by ℜ𝑝ℎ is then given 

by 

ℜph =
(βphηph)

(αph + μ)(μ + ξ)
 . 

Further using theorem 2 in Van den Driessche and Watmouth [23], the following result is established. 

The DFE is locally asymptotically stable if ℜ𝑝ℎ < 1 and unstable is ℜ𝑝ℎ > 1. 

6.2. Stability Analysis of Endemic Equilibrium 

The endemic equilibrium points are computed by setting the system of differential equations in the 

HPV-HIV only Coinfection Model (17) to zero. The endemic equilibrium points are as follows; 

 

  

                

 

 

 

Lemma 6. The HPV-HIV only coinfection model has a unique endemic equilibrium if and only if ℜ𝑝ℎ >

1. 

Proof.  Substituting Eq. (18) into force of infection, we can get  

                                    

 

This shows that the non-zero (positive endemic) equilibrium point of the model equation satisfy 

 

                                                      

Where 𝐷1 = (𝜂𝑝ℎ + 𝜇) eand 𝐷2 = 𝜇[1 − ℜ𝑝ℎ]. 

It is clear that 𝐷1 > 0 and 𝐷2 < 0 when ℜ𝑝ℎ > 1. Thus the Linear System (20) has a unique positive 

solution, given by 𝜆𝑝ℎ
∗ =

−𝐷2

𝐷1
  whenever ℜ𝑝ℎ > 1. 

Now, to show its local stability analysis, Eq. (19) gives a fixed point problem of the form                    

𝑆∗ = [Π] [𝜆𝑝ℎ
∗ + 𝜇]⁄ ,  

𝐸𝑝ℎ
∗ = [𝜆𝑝ℎ

∗ Π] [(𝜆𝑝ℎ
∗ + 𝜇)(𝜂𝑝ℎ + 𝜇)]⁄ , 

𝐼𝑝ℎ
∗ = [𝜆𝑝ℎ

∗ 𝜂𝑝ℎΠ] [(𝜆𝑝ℎ
∗ + 𝜇)(𝜂𝑝ℎ + 𝜇)(𝛼𝑝ℎ + 𝜇)]⁄ , 

𝐶𝐴∗ = [𝜆𝑝ℎ
∗ 𝜂𝑝ℎ𝛼𝑝ℎΠ] [(𝜆𝑝ℎ

∗ + 𝜇)(𝜂𝑝ℎ + 𝜇)(𝛼𝑝ℎ + 𝜇)(𝜇 + 𝜉)]⁄ . 

(ηph + μ)(λph
∗ )

2
+ λph

∗ μ[1 − ℜph] = 0.  

D1λph
∗ + D2 = 0.  
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f(λph
∗ ) = (ηph + μ)(λph

∗ )
2

+ λph
∗ μ[1 − ℜph] = 0. 

Then, derivatives of 𝑓(𝜆𝑝ℎ
∗ ) become 

f ′(λph
∗ ) = [2(ηph + μ)λph

∗ ] + μ[1 − ℜph]]. 

Evaluating 𝑓′(𝜆𝑝ℎ
∗ ) at 𝜆𝑝ℎ

∗ = −𝐷2 𝐷1⁄  gives 

𝑓 ′(−𝐷2 𝐷1⁄ ) = 3 𝜇[1 − ℜ𝑝ℎ]] ⇒ |𝑓′(𝜆𝑝ℎ
∗ )| < 1 at 𝜆𝑝ℎ

∗ = −𝐷2 𝐷1⁄  , whenever ℜ𝑝ℎ > 1. 

Therefore, the unique endemic equilibrium is locally asymptotically stable if ℜ𝑝ℎ > 1.  

7. Analysis HPV-HSV-II only Coinfection Model 

Here analysis of HPV-HSV-II only coinfection model is considered and model equation obtained from 

Eq. (1). This is 

 

 

 

 

 

 

The invariant region, existence of solution and uniqueness of solution is can be determined similar to 

Section 3.1, 3.2, and 3.3. 

7.1. Local Stability of the Disease-Free Equilibrium (DFE) 

The disease free equilibrium of Eq. (21) is obtained by setting the system of equations in Model (21) to 

zero. At disease free equilibrium there are no infection and recovery. Then we obtain; 

E5 = {(
Π

μ
) , 0, 0, 0} . 

The stability analysis of the DFE, 𝐸5, can be established using basic reproduction number. The concept 

of the next generation matrix would be employed in computing the basic reproduction number.  Using 

theorem 2 in Van den Driessche and Watmouth [23] on the HPV-HSV-II coinfection model in Eq. (21), 

the basic reproduction number of the HPV-HSV-II only coinfection model, denoted by ℜ𝑝𝑠 is then given 

by 

ℜps =
(βpsηps)

(αps + μ)(μ + ξ)
 . 

dS

dt
= Π − (λps + μ)S,  

dEps

dt
= λpsS − (ηps + μ)Eps, 

dIps

dt
= ηpsEps − (αps + μ)Ips, 

dCH

dt
= αpsIps − (μ + ξ)CH. 
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Further using theorem 2 in Van den Driessche and Watmouth [23], the following result is established. 

The DFE is locally asymptotically stable if ℜ𝑝𝑠 < 1 and unstable is ℜ𝑝𝑠 > 1. 

7.2. Stability Analysis of Endemic Equilibrium 

The endemic equilibrium points are computed by setting the system of differential equations in the 

HPV-HSV-II only Coinfection Model (21) to zero. The endemic equilibrium points are as follows; 

                

 

 

 

 

 

 

 

 

Lemma 7. The HPV-HSV-II only coinfection model has a unique endemic equilibrium if and only if 

ℜ𝑝𝑠 > 1. 

Proof.  Substituting Eq. (22) into force of infection, we can get  

                                    

 

This shows that the non-zero (positive endemic) equilibrium point of the model equation satisfy 

 

                                                      

Where𝐷1 = (𝜂𝑝𝑠 + 𝜇)and  𝐷2 = 𝜇[1 − ℜ𝑝𝑠]. 

It is clear that 𝐷1 > 0 and 𝐷2 < 0 when ℜ𝑝𝑠 > 1. Thus the Linear System (24) has a unique positive 

solution, given by 𝜆𝑝𝑠
∗ =

−𝐷2

𝐷1
  whenever ℜ𝑝𝑠 > 1. 

Now, to show its local stability analysis, Eq. (23) gives a fixed point problem of the form                    

f(λps
∗ ) = (ηps + μ)(λps

∗ )
2

+ λps
∗ μ[1 − ℜps] = 0. 

Then, derivatives of 𝑓(𝜆𝑝𝑠
∗ ) become 

f ′(λps
∗ ) = [2(ηps + μ)λps

∗ ] + μ[1 − ℜps]]. 

S∗ = [Π] [λps
∗ + μ]⁄ ,  

Eps
∗ = [λps

∗ Π] [(λps
∗ + μ)(ηps + μ)]⁄ , 

 

Ips
∗ = [λps

∗ ηpsΠ] [(λps
∗ + μ)(ηps + μ)(αps + μ)]⁄ , 

CH∗ = [λps
∗ ηpsαpsΠ] [(λps

∗ + μ)(ηps + μ)(αps + μ)(μ + ξ)].⁄  

(ηps + μ)(λps
∗ )

2
+ λps

∗ μ[1 − ℜps] = 0.  

D1λps
∗ + D2 = 0.  
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Evaluating 𝑓′(𝜆𝑝𝑠
∗ ) at 𝜆𝑝𝑠

∗ = −𝐷2 𝐷1⁄  gives 

f ′(−D2 D1⁄ ) = 3μ[1 − ℜps]], 

⇒ |𝑓′(𝜆𝑝𝑠
∗ )| < 1 at 𝜆𝑝𝑠

∗ = −𝐷2 𝐷1⁄  , whenever ℜ𝑝𝑠 > 1. 

Therefore, the unique endemic equilibrium is locally asymptotically stable if ℜ𝑝𝑠 > 1.  

8. Analysis HIV-HSV-II only Coinfection Model 

Here analysis of HIV-HSV-II only coinfection model is considered and model equation obtained from 

Eq. (1). This is 

 

 

                                                                                              

 

 

 

The invariant region, existence of solution and uniqueness of solution is can be determined similar to 

Section 3.1, 3.2, and 3.3. 

8.1. Local Stability of the Disease-Free Equilibrium (DFE) 

The disease free equilibrium of Eq. (25) is obtained by setting the system of equations in Model (25) to 

zero. At disease free equilibrium there are no infection and recovery. Then we obtain 

E6 = {(
Π

μ
) , 0, 0, 0}. 

The stability analysis of the DFE, 𝐸6, can be established using basic reproduction number. The concept 

of the next generation matrix would be employed in computing the basic reproduction number.  Using 

theorem 2 in Van den Driessche and Watmouth [23] on the HIV-HSV-II coinfection model in Eq. (25), 

the basic reproduction number of the HIV-HSV-II only coinfection model, denoted by ℜℎ𝑠 is then given 

by 

ℜhs =
(βhsηhs)

(αhs + μ)(μ + ξ)
. 

Further using theorem 2 in Van den Driessche and Watmouth [23], the following result is established. 

The DFE is locally asymptotically stable if ℜℎ𝑠 < 1 and unstable is ℜℎ𝑠 > 1. 

dS

dt
= Π − (λhs + μ)S,  

dEhs

dt
= λhsS − (ηhs + μ)Ehs, 

dIhs

dt
= ηhsEhs − (αhs + μ)Ihs, 

dAH

dt
= αhsIhs − (μ + ξ)AH. 
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8.2. Stability Analysis of Endemic Equilibrium 

The endemic equilibrium points are computed by setting the system of differential equations in the HIV-

HSV-II only Coinfection Model (25) to zero. The endemic equilibrium points are as follows 

                

 

 

 

 

 

 

 

 

Lemma 7. The HIV-HSV-II only coinfection model has a unique endemic equilibrium if and only if 

ℜℎ𝑠 > 1. 

Proof.  Substituting Eq. (26) into force of infection, we can get  

                                    

 

This shows that the non-zero (positive endemic) equilibrium point of the model equation satisfy 

                                                      

 

Where𝐷1 = (𝜂ℎ𝑠 + 𝜇) and 𝐷2 = 𝜇[1 − ℜℎ𝑠]. 

It is clear that 𝐷1 > 0 and 𝐷2 < 0 when ℜℎ𝑠 > 1. Thus the Linear System (28) has a unique positive 

solution, given by 𝜆ℎ𝑠
∗ =

−𝐷2

𝐷1
  whenever ℜℎ𝑠 > 1. 

Now, to show its local stability analysis, Eq. (27) gives a fixed point problem of the form                    

f(λhs
∗ ) = (ηhs + μ)(λhs

∗ )2 + λhs
∗ μ[1 − ℜhs] = 0. 

Then, derivatives of 𝑓(𝜆ℎ𝑠
∗ ) become 

f ′(λhs
∗ ) = [2(ηhs + μ)λhs

∗ ] + μ[1 − ℜhs]]. 

Evaluating 𝑓′(𝜆ℎ𝑠
∗ ) at 𝜆ℎ𝑠

∗ = −𝐷2 𝐷1⁄  gives 

f ′(−D2 D1⁄ ) = 3μ[1 − ℜhs]], 

S∗ = [Π] [λhs
∗ + μ]⁄ ,  

Ehs
∗ = [λhs

∗ Π] [(λhs
∗ + μ)(ηhs + μ)]⁄ , 

 

Ihs
∗ = [λhs

∗ ηhsΠ] [(λhs
∗ + μ)(ηhs + μ)(αhs + μ)],⁄  

AH∗ = [λhs
∗ ηhsαhsΠ] [(λhs

∗ + μ)(ηhs + μ)(αhs + μ)(μ + ξ)].⁄  

(ηhs + μ)(λhs
∗ )2 + λhs

∗ μ[1 − ℜhs] = 0.  

D1λhs
∗ + D2 = 0.  
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⇒ |𝑓′(𝜆ℎ𝑠
∗ )| < 1    at 𝜆ℎ𝑠

∗ = −𝐷2 𝐷1⁄  , whenever ℜℎ𝑠 > 1. 

Therefore, the unique endemic equilibrium is locally asymptotically stable if ℜℎ𝑠 > 1.  

9. Analysis HPV-HIV-HSV-II only Coinfection Model 

Here analysis of HPV-HIV-HSV-II Coinfection Model (1) is considered. The invariant region, existence 

of solution and uniqueness of solution is can be determined similar to Section 3.1, 3.2, and 3.3. 

9.1. Local Stability of the Disease-Free Equilibrium (DFE) 

The disease free equilibrium of Eq. (1) is obtained by setting the system of equations in Model (1) to 

zero. At disease free equilibrium there are no infection and recovery. Then we obtain; 

E7 = {(
Π

μ
) , 0, 0, 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}. 

The stability analysis of the DFE, 𝐸7, can be established using basic reproduction number. The concept 

of the next generation matrix would be employed in computing the basic reproduction number. Using 

theorem 2 in Van den Driessche and Watmouth [23] on the HPV-HIV-HSV-II coinfection model in Eq. 

(1), the basic reproduction number of the HPV-HIV-HSV-II only coinfection model, denoted by ℜ𝑝ℎ𝑠 

is then given by 

ℜphs = max{ℜp, ℜh, ℜs, ℜph, ℜps, ℜhs}. 

Where 

ℜp =
(βpηp)

(αp+ωp+μ)(μ+ξ)
’           ℜph =

(βphηph)

(αph+μ)(μ+ξ)
 ,    

ℜh =
(βhηh)

(αh+μ)(μ+ξ)
  ,                ℜps =

(βpsηps)

(αps+μ)(μ+ξ)
, 

ℜs =
(βsηs)

(αs+ωs+μ)(μ+ξ)
,             ℜhs =

(βhsηhs)

(αhs+μ)(μ+ξ)
. 

Further using theorem 2 in Van den Driessche and Watmouth [23], the following result is established. 

The DFE is locally asymptotically stable if ℜ𝑝ℎ𝑠 < 1 and unstable is ℜ𝑝ℎ𝑠 > 1. 

10. Numerical Simulation 

In this section, numerical simulation study of model Eqs. (1), (2), (9), (13), (17), (21) and (25) are carried 

out using the software MATLAB R 2015b with ODE45 solver. To conduct the study, a set of physically 

meaningful values are assigned to the model parameters. These values are either taken from literature 

or assumed on the basis of reality. Using the parameter values given in Table 2 and the initial conditions 

   𝑆(0) = 600, 𝐸𝑝(0) = 170, 𝐸𝑝ℎ(0) = 250, 𝐸𝑝𝑠(0) = 200, 𝐸ℎ(0) = 200, 𝐸ℎ𝑠(0) = 240, 𝐸𝑠(0) = 250,

𝐼𝑝(0) = 140, 𝐼𝑝ℎ(0) = 140, 𝐼𝑝𝑠(0) = 140, 𝐼ℎ(0) = 160, 𝐼ℎ𝑠(0) = 180, 𝐼𝑠(0) = 160, 𝐴(0) = 40, 𝐶(0) =

60, 𝐶𝐴(0) = 40,   𝐴𝐻(0) = 50, 𝐶𝐻(0) = 50, 𝐻(0) = 50 , 𝐴𝐶𝐻(0) = 30, 𝑅𝑝 = 120, 𝑅𝑠 = 130 in the model 
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Eqs. (1), (2), (9), (13), (17), (21) and (25) a simulation study is conducted and the results are given in the 

following Figures. 

Table 2. Parameter values used in simulations. 

 

 

 

 

 

 

 

 

 

 

 

In Fig. 2 we observe that all the solutions converge towards the equilibrium point. This was obtained 

when ℜ𝑝 < 1. At disease free equilibrium point, all infection solutions converge to zero while the 

susceptible individuals decreases and then remains constant. Cervical cancer cannot be cured that is 

why susceptible individuals remain constant. This indicates that the disease free equilibrium point is 

locally asymptotically stable. 

Fig. 3 illustrate that all the solutions converge towards the equilibrium point. This was obtained 

when ℜℎ < 1. At disease free equilibrium point, all infection solutions converge to zero while the 

susceptible individuals decreases and then remains constant. AID cannot be cured that is why 

susceptible individuals remain constant. This indicates that the disease free equilibrium point is locally 

asymptotically stable. Fig. 4 show that all the solutions converge towards the equilibrium point. This 

was obtained when ℜ𝑠 < 1. At disease free equilibrium point, all infection solutions converge to zero 

while the susceptible individuals decreases and then remains constant. This indicates that the disease 

free equilibrium point is locally asymptotically stable. 

 

Parameter Value Source Parameter Value Source 

𝛱 0.004 [18] 𝜋 0.01 assumed 

𝛽𝑠 0.0018 assumed 𝜓 0.3 assumed 

𝛽ℎ 0.042 assumed 𝛿 0.12 assumed 

𝛽𝑝 0.042 assumed 𝛾 0.14 assumed 

𝛽𝑝ℎ 0.019 assumed 𝜈19 0.02 assumed 

𝛽𝑝𝑠 0.03 assumed 𝜈1 0.04 assumed 

𝛽ℎ𝑠 0.02 assumed 𝜈2 0.02 assumed 

𝜒𝑝 0.045 assumed 𝜈20 0.03 assumed 

𝜒𝑠 0.045 assumed 𝜈3 0.04 assumed 

𝜂𝑠 0.02 assumed 𝜈4 0.05 assumed 

𝜂ℎ 0.02 assumed 𝜈15 0.02 assumed 

𝜂𝑝 0.02 assumed 𝜈6 0.03 assumed 

𝜂𝑝ℎ 0.02 assumed 𝜈7 0.04 assumed 

𝜂𝑝𝑠 0.02 assumed 𝜈16 0.03 assumed 

𝜂ℎ𝑠 0.02 assumed 𝜈8 0.02 assumed 

𝛼𝑠 0.03 assumed 𝜈9 0.02 assumed 

𝛼ℎ 0.03 assumed 𝜈10 0.03 assumed 

𝛼𝑝 0.03 assumed 𝜈17 0.04 assumed 

𝛼𝑝ℎ 0.03 assumed 𝜈11 0.05 assumed 

𝛼𝑝𝑠 0.03 assumed 𝜈18 0.02 assumed 

𝛼ℎ𝑠 0.03 assumed 𝜈12 0.03 assumed 

𝜔𝑝 0.035 assumed 𝜈13 0.04 assumed 

𝜔𝑠 0.045 assumed 𝜑 0.1 assumed 

𝜉 0.0001 [18] 𝜃 0.2 assumed 
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Fig. 2. Dynamics of HPV model. 

 

Fig. 3. Dynamics of HIV model.
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Fig. 4. Dynamics of HSV-II. 

 

 

Fig. 5. Dynamics of HPV-HIV coinfection.
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Fig. 6. Dynamics of HPV-HSV-II coinfection. 

 

 

Fig. 7. Dynamics of HIV-HSV-II coinfection.
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Fig. 8. Dynamics of cervical cancer, AIDS and HSV-II. 

 

Fig. 9. Dynamics of co-infectious. 



 Gurmu et al. /J. Appl. Res. Ind. Eng. 7 (4) (2020) 365-394                     392 

 

Fig. 10. Dynamics of total population. 

Furthermore, Fig. 5 describe that all the solutions converge towards the equilibrium point. At disease 

free equilibrium point, all infection solutions converge to zero while the susceptible individuals 

decreases and then remains constant. AIDS with Cervical cancer cannot be cured that is why susceptible 

individuals remain constant. This indicates that the disease free equilibrium point is locally 

asymptotically stable. Also, in Fig. 6 we observe that all the solutions converge towards the equilibrium 

point. At disease free equilibrium point, all infection solutions converge to zero while the susceptible 

individuals decreases and then remains constant. Cervical cancer with HSV-II cannot be cured that is 

why susceptible individuals remain constant. This indicates that the disease free equilibrium point is 

locally asymptotically stable. Similarly Fig. 7 show that all solution converges to disease free 

equilibrium. 

Moreover, Fig. 8  illustrate that cervical cancer affects people more than AIDS and HSV-II, but AIDS 

affects people more than HSV-II. Also, Fig. 9 describe that the coinfection of three diseases (i.e. 

Cervical cancer, AIDS and HSV-II) affects people more than coinfection of two diseases (i.e. Cervical 

cancer-AIDS, Cervical cancer-HSV-II, AIDS-HSV-II coinfection). Finally, Fig. 10 show that at disease 

free equilibrium all solution converges to zero. This indicates that the disease free equilibrium point is 

locally asymptotically stable. 

11. Discussions and Conclusions 

In this paper, we developed a deterministic model for the transmission dynamics of HPV, HIV and 

HSV-II coinfection. The qualitative analysis of the model shows that there exists a domain where the 

model is epidemiologically and mathematically well-posed. The stability analysis of the model was 

investigated using the basic reproduction number that governs the disease transmission. The HPV only 

model, HIV only model, HSV-II only model, HPV-HIV only coinfection model, HPV-HSV-II only 

coinfection model, HIV-HSV-II only coinfection model, and HPV-HIV-HSV-II only coinfection 

model, has a locally stable disease free equilibrium whenever the associated reproduction number is 
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less than unity. Also, the model has a unique endemic equilibrium whenever the basic reproduction 

number is less great unity. Furthermore, numerical simulation shows that at disease free equilibrium 

point, all infection solutions converge to zero. This was obtained when the associated reproduction 

number is less than unity. This indicates that the disease free equilibrium point is locally asymptotically 

stable. 
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1. Introduction  

In recent years, presenting the scientific approaches to make appropriate decisions in various fields of 

scheduling, where time is an important factor, has attracted the attention of many researchers. The issue 

of nurses' scheduling, as one of the important issues related to decision-making in hospitals, has received 

a lot of attention due to health care and the difficulty of nurses' work. In hospitals, the head nurse of 

each ward usually develops a monthly time schedule and tries to make sure that this schedule is 
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A B S T R A C T P A P E R    I N F O 

The current study, according to ergonomic factors, aims to model the nurses’ work shift 

scheduling problem. Considering the urgent needs of the hospitals in providing better 

services to patients, it seems significant to take the preferences of nurses in scheduling 

shifts into account. Therefore, in this paper, a multi-objective model of nurses’ 

scheduling with emphasis on reducing their fatigue during the career shift is presented. 

To evaluate the outputs of the model, two numerical instances in small and large sizes 

with real data of Labbafinejad Hospital were designed in 18-person and 90-person 

wards. To solve a small size problem, a comprehensive standard decision method is 

employed, the results of which showed that nurses take their most rest during the night 

shift and in the middle of their working hours to reduce fatigue. Furthermore, due to the 

NP-Hard nature of the nurses' scheduling problem, in the problem of the 90-person 

ward, MOPSO and NSGA II algorithms are applied based on the design of a new 

chromosome. Using the TOPSIS method and entropy weighting method shows that the 

designed NSGA II algorithm can solve the nurses’ scheduling problem of Labbafinejad 

Hospital faster and better. 
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compatible with all the restrictions and demands of the nurses and other staff of the [25]. The work 

schedule should meet the needs of the required number of skilled people in each shift. On the other 

hand, the program has other restrictions such as people's preferences for days off, the presence of people 

with special situations such as breastfeeding mothers, or people who are on leave due to illness or other 

accidents [26]. Mostly, for the nurses working in turning shifts, night shifts can have unpleasant 

consequences on their normal lives, many of which are out of control. Night shift has negative physical, 

psychological, and social effects on nurses' personal lives and consequently, these effects can also affect 

their families and long working hours endanger their health and safety [27]. Nurses are always prone to 

health threats in various dimensions due to long work shifts and the consequent resulting fatigue. 

Cardiovascular disease and heart attacks are more common among shift-work nurses than day-work 

ones. These different work shifts such as working night shifts, on weekdays and at different hours of 

the day and overtime can be a serious threat to the physical and mental health of nurses. These different 

work shifts such as working night shifts, on all weekdays and at different hours of a day as well as 

overtime work can lead to a serious threat to the physical and mental health of nurses [8]. Those nurses, 

who are not in good general health, will not be able to provide good care such as physical and 

psychological support to patients. As a result, the risk of mistakes and accidents at work will be 

increased, and ultimately the consequences of which affect the patient and the nurse [29]. 

In most developing countries, 5 to 10% of government costs are allocated to the health sector, and 

among the various components of the health system, hospital services are the major driver of 

costsgrowth. Hospitals, as the largest center for providing health services, occupy the major part of the 

resources and credits of the health sector of a country, for instance, in Iran, about 40% of government 

health expenditures are related to hospital care. However, among the operating costs of the hospital, the 

costs related to human resources account for the largest share of total hospital costs, and in Iran, on 

average, the cost of humanpower is estimated about 55-60% of the total costs of the hospital operations. 

According to research, lack of nursing staff or its inappropriate distribution is usually one of the main 

problems of hospitals. Therefore, standardizing the number and distribution of nursing staff in clinical 

wards is necessary to improve the efficiency and quality of services provided to patients, to make the 

best use of available facilities and improve productivity in hospitals. Nowadays, hospital managers 

decide to increase their job satisfaction by providing appropriate scheduling by assigning optimal work 

shifts to nurses leading to improving the quality of services provided to patients [30]. Nowadays, 

hospital managers decide to increase their job satisfaction by providing appropriate scheduling by 

assigning optimal work shifts to nurses leading to improving the quality of services provided to patients 

[30]. In fact, the more the schedule assigned to each nurse is consistent with that nurse's preferences for 

his/her preferred work shifts, the more patients the nurse will treat with a higher spirit. As a result, the 

services provided to patients will be of better quality. From this point of view, the issue of scheduling 

nurses in hospitals has been considered by many researchers in recent years. Considering nurses' 

scheduling, the number of nurses required to meet the demand for location-shifts is available during the 

scheduling period, and the purpose of solving the problem is to assign nurses to shifts. So that the 

demand for shifts is met [31]. Finally, a table presenting the time shifts assigned to nurses is provided 

and nurses are required to serve them in the assigned work shifts. Meanwhile, even by considering the 

optimal allocation of work shifts to nurses and taking their preferences into account, nurses can't provide 

services continuously in each work shift because with each passing hour, nurses' fatigue increases. 

Therefore, short-term rest in each work shift can lead to rehabilitation in the workforce of nurses so that 

they can provide services with a higher spirit. As a result, in addition to assigning work shifts to nurses, 

the fatigue caused by the continuous activity of nurses on each working day should also be considered. 

Accordingly, in this paper, a mathematical model of nurses' work shift scheduling is presented by 

considering ergonomic factors. One of the main goals of this paper is presenting the optimal allocation 
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of work shifts according to nurses’ preferences and government laws besides the hospital policies, as 

well as reducing nurses’ daily fatigue by taking short breaks to retrieve nurses. Due to the NP-Hard 

nature of the nurses’ scheduling problem, the Multi-Objective Particle Swarm Optimization (MOPSO) 

and the Nondominated Sorting Genetic Algorithm II (NSGA-II) as metaheuristic algorithms have been 

used to solve the model in a case study. 

2. Literature Review 

The importance of nurses’ shift scheduling issues has led to many researchers modeling such issues and 

offering different methods to solve the problem in recent years. Various features in nursing shift 

scheduling issues such as cost reduction, social, ergonomics, etc. have been considered by researchers, 

the most important of which are discussed in this section. A mathematical model for cyclic and non-

cyclic planning of 12-hour shift nurses was introduced, and a concept called stint was introduced, a 

pattern that is characterized by start date, length, cost, and work shifts. Using stints as nodes in a 

network, a rotation diagram was created on which nurse programs could be defined. The models are 

shown on data samples from a local hospital [3]. A branch and price algorithm is employed to solve the 

problem of nurses’ shift scheduling. The objectives of the model in this study include the optimal 

allocation of nurses to work shifts in a way that minimizes the cost of deviations from nurses’ work in 

their non-specialized field [22]. 

Considering recent studies, the Cplex method has been used to maximize nurses' flexibility in a single-

objective problem in which the model shows the optimal allocation of nurses in each work shift [16]. 

Genetic algorithms have been used to improve nurses’ scheduling problem solving time with the aim 

of minimizing the cost of assigning nurses to lower skill levels and the results show the high efficiency 

of this algorithm [17]. Refrigeration simulation algorithm has been used to solve the nurses’ scheduling 

model by considering work rules and regulations, hospital policy and with the aim of maximizing 

nurses’ preferences for work shifts and weekends. The results showed that the refrigeration simulation 

algorithm offers far better solutions than the programs provided by the head nurses [18]. 

The mathematical model of nurses’ work shift scheduling is presented with the aim of maximizing 

nurses’ preferences for work shifts and weekends. In this model, the last days of the previous planning 

horizon are considered to determine the shift of nurses in the early days of the current planning horizon. 
Additionally, leave days requested by nurses are not fully considered [19]. A two-step innovative 

algorithm is proposed to achieve the goals of fairness and flexibility in determining the nurse shift. The 

first step identifies a combination of shift types, and the second step creates nurse lists that allocate 

weekend shifts as evenly as possible. The proposed model is based on a case study using data from a 

US hospital to demonstrate the applicability of the method. It was found that the cost savings and 

fairness can be achieved through proper shift design [14]. A study has examined the factors that lead to 

or prevent nurses' fatigue. Interviews were conducted using a qualitative content analysis method by 

the Patient Safety System Engineering Initiative (SEIPS) model and analyzed. The findings show what 

nurses perceive as a cause of fatigue and the factors that are beneficial and harmful to coping with 

fatigue in their work system [12]. 

A nurse-balanced scheduling model was also developed where the case study was used at a local 

hospital in Ratchaburi Province to test the model. The aim of this study is to balance the load of each 

shift for all nurses. Objective constraints were applied to determine positive and negative deviations 

from the mean load of each shift. The proposed model was solved by Premium Solver in Microsoft 

Excel and it was found that the balanced load was improved [8]. In the study of a new strategy, a hybrid 
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approach based on the experimental model of fuzzy regular weight average has been used to identify 

the best solution to the problem of nurses' scheduling regeneration. This strategy has been used on the 

nurses' scheduling model at the Vojvodina Oncology Institute in Serbia [21]. 

In one study, a traditional algorithm was proposed to solve the nurse scheduling problem in which the 

results of the return algorithm and other innovative algorithms including genetic algorithm and 

refrigeration simulation were compared. Experimental results showed that the recursive algorithm 

produces an optimal solution with small applications compared to traditional innovative algorithms 

[11]. In one study, a proposed mathematical model for the nurses’ scheduling problem was proposed, 

which is based on the idea of a multi-product network flow model. The proposed model was validated 

by hypothetical cases as well as standard cases, and then it was applied to a real case study in an 

Egyptian hospital. The results showed the advantage of using the proposed model in producing the 

program needed to solve the problem [7]. 

An innovative solution to the nurses’ scheduling problem has been proposed. This solution is based on 

the practice of changing shifts performed by nurses who receive an unfavorable program. Constraints 

are arranged in order of importance. First, a program is created that meets all the strict constraints and 

ensures fairness. The second level is trying to meet as many soft constraints as possible while 

maintaining hard constraints [20]. Using the Gurobi optimizer in Python 3.7, a comparative analysis 

was presented to examine nurses' scheduling models in terms of target performance and their time 

complexity. A case study was also presented to analyze the performance of the model. Techniques based 

on bee colony optimization, simulated annealing and memetic algorithm were studied. Finally, the 

results were confirmed using statistical analysis [31]. A dual objective model was presented with the 

aims of minimizing the cost of allocating staff to the skill level and balancing the burden of each shift 

for all nurses in a nurses' scheduling problem. To form the Pareto Front, the constraint planning 

technique in Python has been used to solve the problem [13]. 

A mathematical programming model was presented to maximize nurses’ preferences for shift work, and 

then the Werner fuzzy operator-based fuzzy modeling approach was used, and several randomized test 

problems were generated and solved using the fuzzy model. In addition, a sensitivity analysis was 

performed to investigate the effects of parameter changes on the results [9]. To improve productivity, a 

two-step approach to planning treatment for new patients, planning the nurse needs, and assigning the 

patient's daily composition to existing nurses was proposed, using a mathematical formula to use the 

waiting list to use last minute cancellations. In the first step, at the end of each day, an appointment with 

new patients is made, the nurses’ daily needs are estimated, and a waiting list is generated. The second 

stage assigns patients to nurses while minimizing the number of nurses required [10]. 

A genetic algorithm was used to solve the nursing scheduling problem at the Bringkoning Community 

Health Center. It is found that the value of the genetic algorithm parameter affects the optimization 

results. The small parameter makes the search area in the genetic algorithm more limited, while if the 

parameter size is too large, it requires more computational time and does not guarantee that for some of 

those variables it will lead to a desirable value. Therefore, achieving the optimal result of the nursing 

care program in the emergency room depends on the number of admission days [6].  

A two-step strategy is proposed to solve the nurses’ scheduling problem. In the first stage, three 

innovative algorithms - HRA1 (allocation of human resources based on hospital size), HRA2 (allocation 

of human resources based on average allocation) and HRA3 (allocation of human resources based on 

the severity of fines) - were proposed for allocating mailboxes. In the second stage, the improved 
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Particle Swarm Optimization (PSO) algorithm was used to schedule the nursing staff in a reasonable 

time. The findings of this study help hospital managers make decisions about the allocation and 

planning of nursing staff [4]. The issue of integrated nursing planning and rescheduling was considered 

under demand uncertainty. This problem was set and solved as a correct two-step random program. The 

value of the random solution was estimated using real problem cases on a monthly planning horizon 

based on data provided by a private health care provider in Ankara [5]. 

Table 1 examines the most important papers and the differences between the solution methods and the 

defined goals of nurses’ shift work scheduling models. According to the literature and the research 

background, there is no comprehensive multi-objective model including ergonomic factors such as staff 

fatigue in a nurses’ scheduling problem. Therefore, in the following, a multi-objective problem of 

nurses’ work shift scheduling is modeled by considering ergonomic factors. 

3. Problem Definition and Modeling 

In this case, there is nurse staff with the skills of nurse, practical nurse, and assistant nurse who must be 

present in the morning, evening, and night shifts according to the predefined schedule in the hospital. 

Due to the limited number of nurses and the urgent need for any skills in each shift, there is a need for 

proper staff scheduling. There are various limitations and assumptions regarding nurses’ shift work 

scheduling, imposing of which has led to the complexity of the problem and its proximity to the real 

world. On the other hand, ergonomic factors are considered in this issue and the designed model seeks 

to reduce nurses' fatigue and in fact balance their working hours to reduce fatigue during work shifts. 

Dawson and Fletcher [1, 2] hypothesized that employee fatigue follows a specific rhythm during their 

working hours, which can be prevented by excessive rest during work. Therefore, along with other 

aspects of hospital staff work shift scheduling, the goal is to reduce their fatigue  

The limitations and assumptions of the nurses’ shift scheduling model studied in this article are as 

follows: 

 The number of nurses (nurse, practical nurse, and assistant nurse) in each work shift (morning, evening, 

and night) is determined in advance daily. 

 Each nurse can work at a lower skill level than his real skill. 

 Each nurse in each shift of each day can not work at more than one skill level. 

 The minimum and maximum working hours of nurses are known every day and every month and this 

range of working hours must be observed for each nurse. 

 Each nurse can not work more than 12 hours in a day or 12 hours in a row (morning and night shifts or 

evening and night shifts in one day and also night shifts in one day and morning shifts in the next day 

are not allowed). 

 Morning and evening shifts are 6 working hours and night shifts are 12 working hours. 

 If a nurse works in the morning and evening shifts of one day or in the night shift, she/he should rest the 

next day and there is no need for her/him to be in the hospital. 

 Nurses’ fatigue in each work shift is considered as a sinusoidal function. 

 The number of night shifts that a nurse can work during the monthly planning period is limited. 

 Each nurse can not rest for more than 4 sequent days and not present in the hospital. 

 There should be at least one nurse with the highest level of skills in each shift of each day. 

 Every nurse tends not to be assigned to work on pre-arranged days and shifts. 

 The lower and upper limit on the total number of hours worked by each nurse during a week is clear that 

should be observed as much as possible. 
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Table 1. Literature review and the comparison of the studies done in the field of nurses’ shift work schedule. 

 

Solution 

Method 
Model 

Type 
Ergonomic 

Factors 
The Objective Function 

Multi-

Objective 
Reference 

Genetic Algorithm MILP - 
Maximizing nurses’ preferences 

for work shifts and weekends. 
- 

Tsai and Li 

[23] 

Branch & Price MILP - 
Minimizing the cost of 

allocating staff to the skill level. 
- 

Maenhout and 

Vanhoucke 

[22] 

Epsilon 

Constraint 
MILP - 

1- Balancing the load of each 

shift for all nurses. 

2- Maximizing nurses’ 

preferences for work shifts. 

* 

Maenhout and 

Vanhoucke 

[24] 

Cplex MILP * 
Maximizing staff work 

flexibility. 
- 

Kumar et al. 

[16] 

Genetic Algorithm MILP - 

Minimizing the cost of 

allocating staff to low skill 

levels. 

- Kim et al. [17] 

Simulated 

Annealing 
MILP - 

Maximizing nurses’ preferences 

for work shifts and weekends. 
- 

Jafari and 

Salmasi [18] 

Premium Solver MILP - 
Balancing the load of each shift 

for all nurses. 
- 

Thongsanit et 

al. [8] 

Fuzzy 

Mathematical 

Model 

MILP - 
Maximizing nurses’ preferences 

for work shifts and weekends. 
- 

Jafari et al. 

[19] 

BackTrack 

Algorithm 
MILP - 

Maximizing nurses’ preferences 

for work shifts and weekends. 
- Ko et al. [11] 

Simulated 

Annealing 
MILP - 

Minimizing the cost of 

allocating staff to lower skill 

levels. 

- 
Youssef and 

Senbel [20] 

Constraint 

Programming 

Technique 

MILP - 

1- Minimizing the cost of 

allocating personnel to a lower 

skill level. 

2- Balancing the load of each 

shift for all nurses. 

* 
Alade and 

Amusat [13] 

Fuzzy 

Mathematical 

Model 

MILP - 
Maximizing nurses’ 

preferences. 
- Jafari [9] 

Genetic Algorithm MILP - 
Maximizing nurses’ 

preferences. 
- 

Mala Sari 

Rochman et al. 

[6] 

Particle Swarm 

Optimization 
MILP - 

Maximizing nurses’ 

preferences. 
- Chen et al. [4] 

LP-Metrics -

MOPSO – NSGA 

II 

MINLP * 

1- Minimizing the cost of 

allocating personnel to the skill 

level. 

2- Minimizing the total 

deviations from the shifts that 

personnel tend not to be 

assigned to work.  

3- Minimizing the amount of 

morning and evening shifts that 

personnel are assigned to work 

continuously. 

4- Minimizing the total 

deviations from the lower and 

upper limits on the total number 

of hours worked. 

5- Minimizing the total fatigue 

of nurses. 

* 
The Present 

Study 
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The aims of this issue are divided into two types, the objectives of employers and the preferences of 

nurses. If nurses of any skill level are assigned to work at a lower skill level than their actual skills, 

employers will have to pay a fine. Therefore, employers tend to pay the minimum penalty for assigning 

nurses at lower skill levels than their actual skills. Nurses also tend to work as many hours as they 

choose during the planning period and not be assigned to work on the days or shifts that they themselves 

have announced at the beginning of the planning period. Therefore, 5 different objective functions have 

been considered for the problem, which include minimizing (1) the cost of assigning a nurse to a skill 

level lower than their actual skill level, (2) the total deviations from the days and shifts that nurses tend 

not to assign to work, (3) the amount of morning and evening shifts that nurses are assigned to work 

continuously, (4) the sum of deviations from the lower and upper limits on the total number of hours 

worked by nurses during a week, and (5) the sum of maximum total fatigue of nurses every day and in 

every work shift. 

According to the assumptions, limitations, and explanations of the problem, the nurses' work shift 

scheduling model will be as follows: 

3.1. Sets 

𝐼 Set of nurses (𝑖 =  1,2, … , 𝐼); 

𝐽 Shift set (𝑗 =  1,2, … , 𝐽); 

𝐾 Set of working days (𝑘 =  1,2, … , 𝐾); 

𝐿𝐾 Set of working weeks (𝑙𝑘 =  1,2, … , 𝐿𝐾); 

𝑆 Set of skill levels (𝑠 =  1,2, … , 𝑆). 

As mention previously in this section, three work shifts and three different skill levels are considered. 

The work shifts are presented as morning shift (𝑗 =  1), evening shift (𝑗 =  2) and night shift (𝑗 =  3). 

Besides, the level of nursing skills is indicated by 𝑠 =  1, the level of practical nursing skills is shown 

by 𝑠 =  2, and the level of assistant nursing skills is represented by 𝑠 =  3. 

3.2. Parameters 

ℎ𝑘𝑗 Shift length 𝑗 per day 𝑘; 

𝐷ℎ𝑚𝑎𝑥 Maximum working hours of nurses per day; 

𝑊ℎ𝑚𝑖𝑛 Minimum working hours of nurses per week; 

𝑊ℎ𝑚𝑎𝑥  Maximum working hours of nurses per week; 

𝑀ℎ𝑚𝑖𝑛 Minimum working hours of nurses per month; 

𝑀ℎ𝑚𝑎𝑥  Maximum working hours of nurses per month; 

𝑅𝑁𝑘𝑗𝑠 Total number of nurses required at skill level 𝑠 in shift 𝑗 from day 𝑘; 

𝑀𝑎𝑥𝑛𝑖𝑔ℎ𝑡  The maximum number of night shifts that a nurse can work during a one-month 

planning period; 

αkj
𝑖  The amount of penalty for assigning nurse 𝑖 to work at a lower skill level in shift 𝑗 from 

day 𝑘; 

𝑘𝑖 The set of days that the nurse 𝑖 tends not to be assigned to work in some or all of the 

shifts; 

𝑗𝑘𝑖
 The set of shifts from day 𝑘𝑖 that nurse 𝑖 tends not to be assigned to work; 

𝑇𝑗−ℎ𝑎𝑙𝑓 The set of half-hour intervals in each shift 𝑗; 

𝑅𝑆𝐿𝑘𝑗𝑠
𝑖  Parameter (0 and 1) that takes 1 if nurse 𝑖 can be assigned to work at her actual skill 

level or any lower skill level 𝑠 in shift 𝑗 from day 𝑘; otherwise it takes the value 0. 
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3.3. Decision variables 

𝑑𝑘𝑗
1𝑖  Deviation from days or shifts that the nurse 𝑖 does not want to be assigned to work; 

𝑑𝑘1

2𝑖  Deviation from the lower limit on the total number of hours worked by nurse 𝑖 during a week; 

𝑑𝑘1

3𝑖  Deviation from the upper limit on the total number of hours worked by nurse 𝑖 during a week; 

𝑑𝑘𝑗𝑠
4𝑖  The rest rate of the nurse 𝑖 with skill level 𝑠 while working in shift 𝑗 from day 𝑘; 

𝑟𝑘𝑗𝑡𝑠
𝑖  The fatigue score of the nurse 𝑖 with skill level 𝑠 while working in shift 𝑗 from day 𝑘 at the 

hour 𝑡; 

𝑓𝑘𝑗𝑡𝑠
𝑖  The fatigue score of the nurse 𝑖 with skill level 𝑠 while working in shift 𝑗 from day 𝑘 at the 

end of hour 𝑡; 

𝑥𝑘𝑗𝑠
𝑖  Takes 1 if nurse 𝑖 is assigned to work at skill level 𝑠 in shift 𝑗 from day 𝑘, otherwise it takes 

the value 0; 

𝑂𝑘
𝑖  Takes 1 if nurse 𝑖 is assigned to work continuously in the morning and evening shifts from 

day 𝑘, otherwise it takes the value 0; 

𝐹𝑘
𝑖  Takes 1 if nurse 𝑖 is assigned to work in night shift from day 𝑘, otherwise it takes the value 0; 

𝜔𝑘𝑗𝑡𝑠
𝑖  Takes 1 if nurse 𝑖 is assigned to work at skill level 𝑠 in shift 𝑗 from day 𝑘 in half an hour 𝑡, 

Otherwise it takes the value 0. 

3.4. Modeling of the Multi-Objective Problem of Nurses' Work Shift Scheduling 
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In this modeling, Eq. (1) minimizes the cost of assigning nurses to the skill level below their actual skill 

level. Eq. (2) shows the minimization of the total deviations from the days and shifts that nurses tend 

not to assign to work. Eq. (3) minimizes the number of morning and evening shifts that nurses are 

assigned to work continuously. Eq. (4) describes the fourth objective function of the problem and 

involves minimizing the sum of deviations from the lower and upper bounds on the total number of 

hours worked by nurses during a week. Eq. (5) sums the total maximum fatigue score of all nurses in 

each skill level in each shift of each day. This objective function actually reduces nurses’ fatigue during 

work shifts. Eq. (6) illustrates the maximum number of working hours that each nurse can work in a 

day. Relationships (7) and (8) show the minimum and maximum number of working hours that each 

nurse can work in a one-month planning period, respectively. Eq. (9) also shows the total number of 

case nurses at each skill level in each shift of each day. Eq. (10) ensures that each nurse in each shift of 

each day can not work at more than one skill level. Eq. (11) ensures that each nurse can work at their 

actual skill level or at a lower skill level. Eq. (12) indicates that night shifts are not permitted. Eq. (13) 

presents the maximum number of night shifts that each nurse can work in a one-month planning period. 

Relationships (14) - (17) show that morning and night shifts or evening and night shifts on one day as 

well as night shifts on one day and morning shifts on the next day are not allowed, meaning that each 

nurse cannot work more than 12 hours a day or 12 hours in a row. Relationships (18) - (23) express that 

if a nurse works one day in the morning and evening shift or night shift, the next day should not be 

working. Eq. (24) ensures that each nurse can not rest more than 4 days in a row and not be assigned to 

any shifts. Eq. (25) ensures that there should be at least one nurse with the highest level of skill in each 

shift of each day. Eq. (26) shows that every nurse tends not to be assigned to work on pre-determined 

days and shifts. Eqs. (27) and (28) show the upper and lower bounds on the total number of hours worked 

by each nurse during a week. Eq. (29) shows the nurse’s fatigue score every half hour of her shift. Eq. 

(30) also shows the nurse’s fatigue score at the end of each half hour of work, taking into account her 

rest. Eq. (31) indicates the total amount of nurse rest hours in each shift of each working day. Eq. (32) 

presents the maximum number of half-hour breaks for a nurse in each work shift of each day. 

Relationships (33) and (34) show the type and gender of decision variables. 

4. Solution Methods and Comparison Indicators 

After presenting the mathematical model of the multi-objective problem of nurses' work shift 

scheduling, in this section, the solution methods, as well as the comparison indicators of the solution 

methods used in the article are presented. Due to the multi-objective nature of the developed 

mathematical model, different methods should be used to find the Pareto front and efficient solutions. 

Therefore, to solve the developed multi-objective problem, comprehensive standard decision methods, 

as well as NSGA II and MOPSO meta-heuristic algorithms, have been used. In the following, each of 

the solution methods as well as the primary chromosomes of the meta-heuristic algorithms are 

described. 

4.1. LP-Metrics Method 

In LP-Metrics, it is necessary to obtain the best value of each objective function by individual 

optimization method. That is, the value of each objective function must first be obtained without 

considering the other objective function to be used in the calculations. Eq. (35)  shows the multi-

objective decision-making method named LP-Metrics. 
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𝐿𝑝 = {∑ 𝑤𝑖 [
(𝑓𝑖 − 𝑓𝑖

∗)

(𝑓𝑖
∗)

]

𝑝𝑛

𝑖=1

}

1
𝑝

         , 𝑝 ≥ 1 

In the above relation 𝑤𝑖 is the weight assigned to each objective function, 𝑓𝑖 is the objective function of 

the problem and 𝑓𝑖
∗ is the optimal value of each objective function obtained from the individual optimal 

method. Also, the soft 𝑝 (norm) of the problem indicates that in this paper the linear norm, ie (𝑝 =  1) 

has been used to solve the multi-objective problem. 

4.2. MOPSO Algorithm 

Eberhart and Kennedy [15] first proposed a method called particle motion by modeling the movement 

of birds in the air and discovering the logical relationship between the change of direction and speed of 

birds and using the knowledge of physics. The scientists later discovered in their research that these 

movements were interdependent and found that a bird's movement was due to information it received 

from birds around it, so they completed the proposed method and named it a swarm movement. In 

general, the cumulative particle motion algorithm has many similarities with algorithms such as ants or 

genetics, but there are serious differences with them that make this algorithm different and simple. For 

example, this algorithm does not use operators such as crossover and mutation, so the algorithm does 

not require the use of number strings and the decryption step, so it is much simpler than algorithms such 

as genetics. This algorithm divides the solution space into several paths using a quasi-probabilistic 

function, which are formed by the movement of individual particles in space. The motion of a group of 

particles consists of two main components (definite and probable). Each particle is interested in moving 

in the direction of the best current answer 𝑥∗ or the best answer obtained so far 𝑔∗. Eqs. (36) and (37) 

show the speed and motion functions of birds in each iteration of the MOPSO algorithm. 

Vi
t+1 = wVi

t + C1rand(pbesti − Xi
t) + C2rand(gbesti − Xi

t), 

 Xi
t+1 = Xi

t + Vi
t+1. 

In the above relations, 𝑉𝑖
𝑡+1 is the velocity of the particle 𝑖 in the new iteration 𝑡. 𝑉𝑖

𝑡is the velocity of the 

particle 𝑖 in the current iteration 𝑡. 𝑋𝑖
𝑡+1 is the current position of the particle 𝑡 + 1. 𝑋𝑖

𝑡is the position of 

the particle in the new iteration,  𝑝𝑏𝑒𝑠𝑡𝑖 is the best position has ever taken by the particle 𝑖. 𝑟𝑎𝑛𝑑 is the 

best position of the best particle (the best position that all particles have ever taken).  The rand is a 

random number between zero and one that is used to maintain group diversity. 𝐶1 and 𝐶2 are cognitive 

and social parameters, respectively. Selecting the appropriate value for these parameters leads to 

accelerating the convergence of the algorithm and preventing premature convergence in local 

optimizations. Recent research shows that choosing a larger value for the cognitive parameter 𝐶1 is more 

appropriate than the social parameter 𝐶2. The parameter 𝑤 is called weight inertia, which is used to 

ensure convergence in the particle group. Gravitational inertia is used to control the effect of previous 

velocity records on current velocities. 

4.3. NSGA II Algorithm 

Genetic algorithms start by randomly generating an initial population of chromosomes, while satisfying 

the boundaries or limitations of the problem. In other words, chromosomes are strings of proposed 

values for problem-solving variables, and each represents a possible answer to the problem. 

Chromosomes are inferred from consecutive repeats called generations. During each generation, these 
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chromosomes are evaluated according to the goal of optimization, and the chromosomes that are the 

better answer to the problem are more likely to reproduce the answers to the problem. It is important to 

formulate the chromosome evaluation function to help speed up the convergence of calculations toward 

the general optimal answer. Because in the genetic algorithm, the value of the evaluation function must 

be calculated for each chromosome, and because we usually have a significant number of chromosomes 

in many problems, the time consuming calculation of the evaluation function can make it practically 

impossible to use the genetic algorithm in some problems. Therefore, based on the obtained values of 

the objective function in the population of strings, a fit number is assigned to each string. This fitness 

number will determine the probability of selection for each discipline. Based on this selection 

probability, a set of strings is selected first. To produce the next generation, new chromosomes called 

offspring are created by linking two chromosomes from the current generation using a combination 

operator or by modifying the chromosome using a mutation operator. Therefore, new strings replace 

strings from the original population so that the number of strings in the various computational iterations 

is constant. The random mechanisms that act on the selection and removal of strings are such that strings 

that are more fitting are more likely to combine and produce new strings and are more resilient than 

other strings in the replacement phase. Thus, the population of sequences in a competition based on the 

objective function is completed over different generations and increases by the value of the objective 

function in the population of the strings, so that after several years, the algorithm converges to the best 

chromosome, which hopefully indicates optimal or suboptimal solution. In general, in this algorithm, 

while in each computational iteration, new points of the response space are searched by genetic 

operators, by the selection mechanism, it explores the space in which the statistical average of the 

objective function is higher. Usually the new population that replaces the previous population is more 

appropriate. This means that the population is improving from generation to generation. The search will 

be fruitful when we have reached the maximum possible generation, or if convergence has been 

achieved, or the cessation criteria have been met, and as a result, the best chromosome obtained from 

the last generation will be selected as the optimal solution or optimal solution to the problem. 

4.3.1. Initial chromosome design 

The most important part in designing and using algorithms in problem solving is how to define problem 

variables called problem chromosomes. In this section, the primary chromosome design of the nursing 

shift work schedule in the hospital is discussed. According to the model assumptions, in this article, 

three types of personnel (nurse A, practical nurse B and assistant nurse C) are considered who should 

be present in the work shifts according to the predefined schedule. Therefore, to define the primary 

chromosome as well as its decoding, a schedule with four type A personnel, three type B personnel and 

two type C personnel is considered for 3 working days. Fig. 1 shows the basic information and the 

initial chromosome of the nurses' shift work schedule. 
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Fig. 1. Initial chromosome for the nurses' work shift scheduling problem. 

According to Fig. 1, the primary chromosome is the replacement for number of personnel of type A, B 

and C per day. Fig. 1 also shows the number of personnel required per day and per shift. The following 

are the steps for decoding the primary chromosome. 

Step 1. To decipher the problem, first the assignment of type A personnel and from the third shift is 

done. Therefore, according to the assumptions of the problem, the highest priority of the primary 

chromosome is selected on the first day and the personnel is assigned to the third shift. According to 

the random priority created in Fig. 1, personnel A2 are assigned as the first personnel to the first day 

and the third shift. In this case, due to the non-assignment of personnel A2 on the second day (according 

to the assumptions of the problem), the priorities related to personnel A2 on the second day will be 

reduced to zero. After assigning personnel in the third shift, type A personnel will be assigned in the 

second and first shifts. Fig. 2 shows the allocation of type A personnel according to the assumptions of 

the problem based on chromosome in Fig. 1. 

The third shift A4 A3 A2 A1 
Personnel 

allocation 
A2 1 3 4 2 first day 
      

A1 2 3 0 4 second day 
      

- 4 2 3 0 third day 

      

      

The second 

shift 
A4 A3 A2 A1 

Personnel 

allocation 
A3 1 3 0 2 first day 
      

- 2 3 0 0 second day 
      

A4 4 2 3 0 third day 
      

C2 C1 B3 B2 B1 A4 A3 A2 A1 Personnel 

allocation 
Day 

- - - - - 1 3 4 2 Personnel 

type A 
first day 

- - - - - 2 3 1 4 second 

day 
- - - - - 4 2 3 1 third day 

- - 7 6 2 5 4 1 3 Personnel 

type A and B 

first day 
- - 1 4 6 3 7 2 5 second 

day 
- - 2 4 5 4 1 2 3 third day 

5 7 6 4 9 8 1 3 2 Personnel 

type A and B 

and C 

first day 
2 6 8 1 9 7 5 3 4 second 

day 
1 8 3 4 9 2 6 7 5 third day 

The third shift The second shift The first shift  
1 A 2 B - 1 A - 1 C - 1 B 1 C first day 
1 A - 1 C - 1 B - 1 A - 1 C second day 
- 1 B 1 C 1 A 1 B 1 C 1 A - - third day 
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The first shift A4 A3 A2 A1 
Personnel 

allocation 
- 1 0 0 2 first day 
      

A3 2 3 0 0 second day 
      

A2 0 2 3 0 third day 
      

      

The third shift The second shift The first shift  

A2   A3   -   first day 

A1   -   A3   second day 

-   A4   A2   third day 

Fig. 2. Assignment of type A personnel based on initial chromosome decoding. 

Step 2. After assigning type A personnel in each shift and every day, type B personnel will be assigned 

from the third shift. Given that type A personnel have the ability to perform the activities of type B 

personnel, so the chromosome of the second part is a combination of type A and B personnel. For 

example, personnel A1 and A4 along with personnel B1, B2 and B3 can be assigned as Type B 

personnel. Fig. 3 shows the allocation of Type B personnel according to the assumptions of the problem 

based on the chromosome of Fig. 1 and the modified Fig. 2. 

The 

third 

shift 
B3 B2 B1 A4 A3 A2 A1 

Personnel 

allocation 

B2-B3 7 6 2 5 0 0 3 first day 
         

- 0 0 6 3 0 0 0 
second 

day 
         

B1 2 4 5 0 1 0 0 third day 
         

         

The 

second 

shift 
B3 B2 B1 A4 A3 A2 A1 

Personnel 

allocation 

- 0 0 2 5 0 0 3 first day 
         

B1 0 0 6 3 0 0 0 
second 

day 
         

B2 2 4 0 0 1 0 0 third day 
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The first 

shift 
B3 B2 B1 A4 A3 A2 A1 

Personnel 

allocation 
A4 0 0 2 5 0 0 3 first day 

         

- 
0 0 0 3 0 0 0 

second 

day 
         

- 2 4 0 0 1 0 0 third day 
         

         

The third shift The second shift The first shift  

A2 B2-B3  A3 -  - A4  first day 

A1 -  - B1  A3 -  second day 

- B1  A4 -  A2 -  third day 

Fig. 3. Assignment of type A and B personnel based on initial chromosome decoding. 

Step 3. After assigning type A and B personnel in each shift and every day, type C personnel will be 

assigned from the third shift. Given that type A personnel have the ability to perform the activities of 

type B and C personnel and also type B personnel have the ability to perform the activities of type C 

personnel, so the chromosome of the third part is a combination of type A, B and C personnel. Fig. 4 

shows the allocation of Type C personnel according to the problem assumptions based on chromosomes 

in Fig. 1 and the modified Fig. 2 and Fig. 3. 

The 

third 

shift 
C2 C1 B3 B2 B1 A4 A3 A2 A1 

Personnel 

allocation 

- 5 7 0 0 9 0 0 0 0 first day 

           

C1 2 6 0 0 0 0 0 0 0 second day 
           

A3 1 0 3 4 0 0 6 0 0 third day 
           

           

The 

second 

shift 
C2 C1 B3 B2 B1 A4 A3 A2 A1 

Personnel 

allocation 

B1 5 7 0 0 9 0 0 0 2 first day 
           

- 2 0 8 1 0 7 0 0 0 second day 
           

A2 1 0 3 4 0 0 0 7 0 third day 
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The 

first 

shift 
C2 C1 B3 B2 B1 A4 A3 A2 A1 

Personnel 

allocation 

C1 5 7 0 0 0 0 0 3 2 first day 
           

A4 
2 0 0 0 0 7 0 0 0 

second 

day 
           

- 1 0 3 4 0 2 0 0 0 third day 

           

           

The third shift The second shift The first shift  

A2 B2-B3 - A3 - B1 - A4 C1 first day 
A1 - C1 - B1 - A3 - A4 second day 
- B1 A3 A4 - A2 A2 - - third day 

Fig. 4.  Assignment of type A, B and C of personnel based on the initial chromosome decoding. 

The above decoding should be updated and modified based on the following assumptions at each stage: 

 If the staff is working in the third shift, they should not be working the next day. 

 There is a limit to the number of third shifts for staff. 

 Should not be assigned to any other shift if each staff member's working hours are exceeded. 

 Every day, each staff member can be employed in only one skill. 

 If the staff is working in the first and second shifts, they are exempted from working in the third shift 

and the next day. 

4.3.2. Combining operators 

The Combining operators is one of the operators of the NSGA II algorithm, which is modeled by 

changing the genes of the parents to create new children and improve fitness. In this paper, a single 

point combination is used to combine chromosomes. Fig. 5 shows the combination on one of the 

problem chromosomes. 

4 2 3 5 6 1  0,26 0,19 0,24 0,33 0,64 0,12 

             

5 6 2 3 4 1  0,74 0,96 0,26 0,21 0,47 0,15 

 Before applying the combination 

After applying the combination 

5 6 3 2 4 1  0,74 0,96 0,36 0,33 0,64 0,12 

             

5 2 4 3 6 1  0,26 0,19 0,24 0,21 0,47 0,15 

Fig. 5. Performing a single point combination. 
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4.3.3. Mutation operator 

Mutation is another operator that produces other possible answers. In a genetic algorithm, after a 

member is created in a new population, each of its genes mutates with a certain probability of mutation. 

In mutation, a gene may be removed from a population of genes or a gene that did not previously exist 

in the population may be added. In this paper, the transfer mutation is used for the mutation operator 

between the problem chromosomes. Fig. 6 shows how this chromosome is applied and converted into 

a valid answer. 

4 2 3 5 6 1  0,26 0,19 0,24 0,33 0,64 0,12 

             

5 6 2 3 4 1  0,74 0,96 0,26 0,21 0,47 0,15 

 Before applying the combination 

 

After applying the combination 

3 2 5 4 6 1  0,26 0,19 0,36 0,33 0,64 0,12 

             

5 6 3 2 4 1  0,74 0,96 0,24 0,21 0,47 0,15 

Fig. 6. How the mutation operator works. 

Due to the continuous space of NSGA II and MOPSO algorithms, as well as the discrete space of the 

primary chromosome response space, it is possible to create an impossible answer at any stage of the 

algorithm repetition. Therefore, using the following mechanism, the continuous answers generated in 

each iteration of the algorithm are converted to discrete answers. Fig. 7 shows how to convert 

continuous space to discrete space. In this mechanism, the largest continuous number is identified and 

the corresponding house number becomes the highest priority of discrete space. Then the next largest 

number in continuous space is selected and the highest priority of discrete space is assigned to that 

house number. This operation continues until the last continuous number is converted to discrete. 

0,26 0,19 0,36 0,33 0,64 0,12 

 

3 2 5 4 6 1 

Fig. 7. Mechanism of conversion for continuous to discrete space. 
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4.4. Comparative Indicators of Metaheuristic Algorithms 

One of the problems in solving multi-objective problems is how to evaluate the quality of the final 

solutions, which can sometimes be complicated due to the conflicting used goals. For this purpose, in 

the early 1990s, visual (observational) methods were used to compare Pareto collections. Convergence 

to Pareto optimal solutions and providing density and variability among the obtained set of solutions 

are the two main goals of any multi-objective evolutionary algorithm. But since these two goals are 

somewhat at odds with each other, there is no standard by which to make an absolute decision about 

the performance of algorithms. Therefore, to evaluate the performance of the proposed algorithms, the 

following criteria are used: 

 Computational time: An algorithm that has less computational time will be more desirable. 
 Number of answers in Pareto: Shows the number of unsuccessful answers in the Pareto set obtained for 

each problem. 
 Maximum expansion: This criterion shows how many of the answers of a Pareto set are distributed in 

the answer space, which is calculated from Fig. 38. The larger the value of this criterion, the better the 

variety of Pareto set answers. 

 

 Distance: Indicates the uniformity of the answers, which is calculated using Eq. (39). 

 

 

 

In the above relation, | Q | represents the size of the Pareto archive, and the values 𝑑𝑖  and 𝑑̅ can be 

calculated from Eqs. (40) and (41), respectively. An algorithm with less of this criterion would be more 

desirable. 

di = mink∈Q∩k≠i ∑ |fm
i − fm

k |

M

m=1

 . 

d̅ = ∑
di

|Q|

|Q|

i=1

 . 

 Distance from the ideal point: This criterion is used to measure the degree of proximity to the optimal 

level of the real Pareto, which is calculated from Eq. (42): 

 MID =
∑ ci

n
i=1

n
. 

 

MSI = √ ∑ (maxi=1:|Q|fm
i − maxi=1:|Q|fm

i )
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In this relation 𝑛 is the number of answers in the Pareto optimal set and 𝑐𝑖 is the Euclidean distance of 

each member of the Pareto set from the ideal point which is calculated from Eq. (43): 

 ci = √(f1i − f1
∗)2 + (f2i − f2

∗)2 + ⋯ + (fmi − fm
∗ )2. 

 

4.5. Parameter Setting of Metaheuristic Algorithms 

In this section, the basic parameters of MOPSO and NSGA II meta-heuristic algorithms are set by 

Taguchi method. In Taguchi method, first the appropriate factors should be identified and then the levels 

of each factor should be selected and then the appropriate test design for these control factors should be 

determined. Once the test design is determined, the experiments are performed and the experiments are 

analyzed in order to find the best combination of parameters. In this study, for each factor, 3 levels are 

considered according to Table 2. For each algorithm, according to the number of factors and the number 

of their levels, the design of the experiment and their execution are determined. Given the multi-

objective nature of the proposed model, the value of each experiment must first be calculated from Eq. 

(44). This relation is used in case of subtraction of the indicators used in comparison of meta-heuristic 

algorithms including indicators (number of answers in Pareto, maximum expansion, distance, distance 

from the ideal point and computational time). After determining the value of each experiment, the scaled 

value of each experiment, RPD, is calculated from Eq. (45) to analyze the design of the Taguchi 

experiment. 

 Si = |
NPF + MSI + SM + MID + CPU_time

5
|. 

 RPD =
Si − Si

∗

Si
∗  . 

In Relation (45), 𝑆𝑖 is the index value obtained from each Taguchi experiment and 𝑆𝑖
∗ is the best index 

value among all Taguchi experiments. 

Table 2.  Levels of proposed parameters for parameterization of meta-heuristic algorithms by Taguchi method. 

 

 

 

 

By comparing the difference between the maximum and minimum values obtained in the NSGA II 

algorithm for the SN index, the significant effect of the Max it parameter (maximum number of 

repetitions) in improving the solution process of the NSGA II algorithm is evident. The parameters Pm 

(Mutation rate), Npop (population size) and Pc (combination rate) are in the next influential ranks, 

respectively (Table 3). 

 

Algorithm Parameter Symbol Level 1 Level 2 Level 3 

NSGA II 

Maximum number of repetitions Max it 50 100 200 
Number of population Npop 50 100 200 
Combination rate Pc 0,3 0,5 0,7 
Mutation rate Pm 0,3 0,5 0,7 

MOPSO 

Maximum number of repetitions Max it 50 100 200 
Number of particles N particle 50 100 200 
Individual learning coefficient C1 1 1,5 2 
Collective learning coefficient C2 1 1,5 2 
Gravity coefficient w 0,7 0,8 1 
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Table 3. Results of parameter analysis of NSGA II algorithm. 

Fig. 8 shows the mean S / N ratio and the mean for the NSGA II algorithm. As stated, the maximum 

value of the SN criterion is the criterion for selecting the values of the parameters. 
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Fig. 8. Average graph of S / N ratio and average of averages in NSGA II algorithm. 

According to the results shown in Fig. 8, the NSGA II algorithm will be most effective if the maximum 

number of iterations is at level 3, the population at level 2, the combination rate at level 3, and the 

mutation rate at level 2. By comparing the difference between the maximum and minimum values 

obtained in the MOPSO algorithm for the SN index, the significant effect of the Max it parameter 

(maximum number of iterations) in improving the solution process of the MOPSO algorithm is evident. 

The parameters w (gravity coefficient), c1 (individual learning coefficient), Nparticle (number of 

particles) and c2 (collective learning coefficient) are in the next ranks of influence (Table 4). 

Table 4. Results of parameter setting analysis of MOPSO algorithm. 

 

 

 

 

 

Fig. 9 shows the mean S / N ratio and the mean for the MOPSO algorithm. As stated, the maximum 

value of the SN criterion is the criterion for selecting the values of the parameters. 

Level 
Maximum number of 

Repetitions 

Number of 

Population 
Combination 

Rate 
Mutation 

Rate 

1 0,14794 0,15478 0,09527 0,08686 

2 0,19249 0,11135 0,16801 0,11512 

3 0,01125 0,08556 0,08840 0,14970 

Delta 0,18146 0,06922 0,07961 0,06284 

Rank 1 3 2 4 

Level 

Maximum 

Number of 

Repetitions 

Number of 

Particles 
Gravity 

Coefficient 

Individual 

Learning 

Coefficient 

Collective 

Learning 

Coefficient 

1 0,13846 0,11466 0,08044 0,10832 0,13885 

2 0,19160 0,14906 0,10510 0,12855 0,13836 

3 0,06227 0,12861 0.20678 0,15546 0,11511 

Delta 0,12933 0,03440 0,12634 0,04713 0,02374 

Rank 1 4 2 3 5 
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Fig. 9. Average graph of S / N ratio and average of averages in MOPSO algorithm. 

According to the observable results of Fig. 9, if the maximum number of repetitions is at level 3, the 

number of particles at level 2, the gravity coefficient at level 3, the individual learning coefficient at 

level 3, and the collective learning coefficient at level 1, the MOPSO algorithm will be most efficient. 

5. Results Analysis 

In this section, in order to investigate the issue of multi-objective scheduling of nurses' work shifts by 

considering ergonomics, a small example is considered for Shahid Labbafinejad Hospital in Iran. Dr. 

Labbafinejad Hospital started operating in 1981 and gradually continued its growth trend with the 

provision of facilities and equipment and began its serious activities by attracting committed, and 

specialized medical personnel. Simultaneously with the establishment of the hospital, preparations were 

made for its incorporation into the educational system. At present, this center is one of the hospitals of 

the Social Security Organization, but it is under the supervision of Shahid Beheshti University of 

Medical Sciences. All wards of the hospital have been approved by the Secretariat of the Medical and 

Specialized Council, and specialized and sub-specialized assistants, postgraduate students, interns and 

interns, in other words, all-inclusive categories are engaged in training in this center. The total number 

of nurses (including nurses, practical nurses and assistant nurses) in the study ward of Shahid 

Labbafinejad Hospital is 18 people who work in three shifts during 24 hours. The length of the morning 

and evening shifts is 6 hours and the length of the night shifts is 12 hours. All nurses are divided into 3 

skill levels: nurse, practical nurse and assistant nurse. The nurse skill level is the highest skill level and 

the nurse assistant skill level is the lowest skill level. In this study, all these 3 skill levels are called 

nurse (according to the hospital custom). When necessary, the skill level is precisely specified. The 

characteristics of the whole problem are presented in Table 5 and the characteristics of the staff and the 

required number of each nurse at different skill levels in an 18-person ward in Tables 6 and 7 for Shahid 

Labbafinejad Hospital. 
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Table 5. Required data for the small size problem. 

Planning horizon 30 days 

The length of each shift. 
(Morning and noon shift 6 hours and night shift 12 

hours) 

Maximum working hours per workforce per day. 12 hours 

Minimum working hours required for each workforce per 

week. 
35 hours 

Maximum working hours per workforce per week. 42 hours 
Minimum working hours required for each workforce 

during the month. 
100 hours 

Maximum working hours allowed for each workforce 

during the month. 
180 hours 

Penalty coefficient for allocating each workforce at a 

lower skill level. 
15  to 20 currencies 

Maximum allowed night shifts in a planning period. 15 shifts 

 

Table 6. Characteristics of employees in 18 people department. 

 

Table 7. The required number of each skill level of employees in each shift of each day in the planning period in 

18 people department.  

 

 

 

 

According to the Lp metrics method in Relation (35), to obtain an efficient answer, it is necessary to 

obtain a receiving table. Therefore, by solving the problem by individual optimization method, the value 

of the first objective function 1867, the second and third objective functions 0, the fourth objective 

function 181 and the fifth objective function 573.117 are obtained. 

Based on the comprehensive criterion method, the obtained efficient solution optimizes all objective 

functions simultaneously. Therefore, the shift schedule of the problem under study can be shown in 

Table 8. 

 

Employees 

Number 
Real Skill 

Level 

Preferred 

Days for 

Leave 

Employees 

Number 
Real Skill 

Level 
Preferred 

Days for Leave 

1 Nurse - 10 Nurse - 
2 Nurse 29 11 Nurse 7,14 

3 Nurse 28,29 12 Practical Nurse 1,2,3,4 

4 Nurse - 13 Practical Nurse 22 

5 Nurse - 14 Practical Nurse 19,20,21,22 

6 Nurse 24,25,26 15 Practical Nurse - 
7 Nurse 9,10,11,12 16 Practical Nurse - 
8 Nurse 26 17 Assistant Nurse - 
9 Nurse 16,17,18 18 Assistant Nurse - 

Day Shift Nurse Practical Nurse Assistant Nurse 

 Morning 3 0 1 
1,2,15,28 Noon 2 1 1 
 Night 2 1 0 

 Morning 2 1 0 
6,10,13,20,22,27 Noon 2 1 0 
 Night 2 1 0 

3,4,5,7,8,9,11,12 Morning 4 0 1 
14,16,17,18,19,21 Noon 2 1 1 
23,24,25,26,29,30 Night 2 1 0 
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Table 8. Scheduling problem for the small sample.  

Day 
Morning Shift Noon shift Night Shift 

Nurse P- nurse1 A- nurse2 Nurse P-nurse A- nurse Nurse P-nurse A-nurse 

1 2-3-4   17 5-7 16 18 1-9 12   

2 4-5-11   17 6-7 15 18 2-10 13   

3 1-3-4-9   18 5-7 14 16 8-11 15   

4 1-5-7-10   18 2-3 1 17 4-6 12   

5 3-5-7-10   17 9-11 13 16 2-8 14   

6 9-10 16   1-6 13   3-11 15   

7 4-5-7-10   13 1-9 12 17 6-8 14   

8 1-2-3-4   18 5-10 13 17 7-9 15   

9 3-4-5-6   17 2-8 12 13 10-10 14   

10 6-9 15   1-2 16   5-7 12   

11 1-3-4-8   16 6-10 14 18 2-11 15   

12 1-4-5-6   18 7-8 13 17 3-9 16   

13 4-11 13   2-8 14   6-10 12   

14 3-7-9-11   17 4-5 13 14 1-8 16   

15 2-10-11   17 3-7 12 18 6-9 15   

16 1-2-4-10   12 5-11 16 17 3-8 14   

17 2-4-5-11   17 6-9 13 18 7-10 16   

18 3-4-8-11   18 2-6 12-13   1-5 15   

19 2-3-4-9   18 7-8 16 17 6-10 13   

20 1-8 16   4-5 15   7-9 12   

21 2-4-5-8   17 3-6 13 18 1-11 14   

22 2-9 12   5-10 13   3-8 15   

23 1-2-5-7   17 4-10 12 18 9-11 13   

24 3-4-5-7   16 1-8 14   6-10 15 12 

25 2-3-4-11   18 1-7 16 17 8-9 14   

26 2-3-7-10   18 4-5 16 1 6-11 12   

27 1-7 14   3-10 13   2-5 15   

28 1-7-8   18 9-11 13 17 4-6 16   

29 1-5-9-11   18 2-3 12 7 8-10 15   

30 1-2-4-9   13 6-11 14 3 5-7 12   

1Practical nurse 

2Asistant nurse 
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Ergonomic factor in this study isconsidered in the form of short breaks in each work shift for staff. 

Personnel can take a short break in each shift to avoid excessive fatigue and rehabilitate their work 

force. Table 9 shows the number of rest times of each staff in each work shift to answer the workload. 

Table 9. Number of rest times of each staff in each shift for small sample problem. 

As can be seen from Table 9, the highest number of breaks occurred during one shift is in the night shift, 

which is due to the 12-hour night shift. Therefore, some personnel in the night shift during their service 

need 4 short breaks to rehabilitate their workforce. Based on the results, it is observed that most of the 

break time occurs in the middle of staff working hours, which continue to operate after a short break. It 

is also observed that a person's behavior every day is almost predictable and his rest period is also 

estimated. Therefore, by obtaining information before the schedule, a more detailed and accurate 

schedule regarding the shift schedule and also the working hours of nurses in the hospital can be 

provided. 

In the following, a large sample size problem in Labbafinejad Hospital is solved by considering 90 staff 

and the information of Table 5 with NSGA II and MOPSO algorithms. The number of personnel 

required in different shifts is as described in Table 10. 

 

Day 
Morning Shift Noon Shift Night Shift 
Nurse P- nurse1 A- nurse2 Nurse P-nurse A- nurse Nurse P-nurse A-nurse 

1 - - (2) 17 - - (2) 18 - (1) 12 - 
2 - - (2) 17 - (1) 15 (2) 18 - - - 
3 - - - - - - - - - 
4 - - (2) 18 - - - - - - 
5 - - (2) 17 - - (1) 16 - (1) 14 - 
6 - - - - - - - - - 
7 - - - - - - - - - 
8 - - (2) 18 - (1) 13 (2) 17 - - - 
9 - - - - (1) 12 (1) 13 - - - 
10 - - - - - - - - - 
11 - - (2) 16 - (1) 14 (2) 18 - - - 
12 - - (2) 18 - - - - - - 
13 - - - - (2) 14 - - - - 
14 - - (2) 17 - - (1) 14 - - - 
15 - - - -  (1) 12 - - - - 
16 - - (2) 12 - - - -  - 
17 - - (2) 17 - - (2) 18 - (3) 16 - 
18 - - (2) 18 - - - - - - 
19 - - (2) 18 - (2) 16 (2) 17 - - - 
20 - - - - (1) 15 - - - - 
21 - - - - - - - (4) 14 - 
22 - - - - (2) 13 - - - - 
23 - - - - (1) 12 (2) 18 - - - 
24 - - - - - - - (1) 15 - 
25 - - (2) 18 - (2) 16 (2) 17 - (1) 14 - 
26 - - (2) 18 - - - - - - 
27 - -  - (2) 13 - - (4) 15 - 
28 - - (2) 18 - - - - - - 
29 - - (2) 18 - 12 (2) 7 - - - 
30 - - (23) 13 - - - - - - 
1Practical nurse 

2Asistant nurse 
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Table 10. The required number of each skill level of nurses in each shift of each day in the planning period in a 

90-person department. 

 

 

 

 

Due to the inefficiency of the comprehensive standard method in solving the nurses’ scheduling 

problem, the large size model has been solved by NSGA II and MOPSO algorithms and the efficient 

response comparison indices are obtained as described in Table 11. Furthermore, Fig. 10 demonstrates 

the Pareto front resulting from problem solving by two algorithms. 

Table 11. Comparison indicators of meta-heuristic algorithms. 

 

 

 

 

 

According to the results of Table 11, it can be seen that NSGA II algorithm has obtained 64 efficient 

answers in 2641.35 seconds and MOPSO algorithm has obtained 24 efficient answers in 2248.63 

seconds. Moreover, NSGA II algorithm has worked better than MOPSO algorithm in reducing nurses' 

shift scheduling. 

6. Conclusion 

In this paper, the nurses’ work shift scheduling problem is modeled by considering ergonomic factors. 

Given the urgent need of hospitals to provide better staff services to patients, it is necessary to consider 

the preferences of nurses in scheduling shifts. Therefore, a multi-objective model of scheduling nurses 

meeting different objectives as well as reducing nurses’ fatigue during their day-to-day activities is 

presented in this article. The main objectives of the article include minimizing 1- the cost of allocating 

personnel to the skill level, 2- the total deviations from the shifts that personnel tend not to be assigned 

to work 3- the amount of morning and evening shifts that personnel allocate to work continuously 4- 

The sum of deviations from the lower and upper limits on the total number of hours worked and 5- 

fatigue is the sum of nurses. Moreover, all government regulations and hospital policies are included in 

the modeling. To solve the developed model, two algorithms, NSGA II and MOPSO, have been used 

by presenting a new chromosome. The designed chromosome first programs the hard limits of the 

problem and then tries to improve the soft limits of the problem. Therefore, to evaluate the outputs of 

Day Shift Nurse Practical nurse Asistant nurse 

 morning 15 0 5 
1,2,15,28 noon 10 5 5 
 night 10 5 0 

 morning 10 5 0 
3,10,13,20,22,27 noon 10 5 0 
 night 10 5 0 

3,4,5,7,8,9,11,12 morning 20 0 5 
14,16,17,18,19,21 noon 10 5 5 
23,24,25,26,29,30 night 10 5 0 

Algorithm NSGA II MOPSO 
The average of the first objective function. 3411,89 3407,17 
The average of the second objective function. 46,02 50,70 
The average of the third objective function. 0,45 0,62 
The average of the forth objective function. 5379,43 5379,43 
The average of the fifth objective function. 2710,77 2732,09 
Number of answers in Pareto 64 24 
The most spread. 466,94 325,98 
Distance. 0,36 0,38 
Distance from the ideal point. 225,89 158,49 
Computational time. 2641,35 2248,63 
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the model, two numerical examples in small and large size with real data of Labbafinejad Hospital were 

designed. In the first example, the schedule of an 18-person ward of Labbafinejad Hospital was analyzed 

and the results showed that nurses take the most breaks during the night shift and in the middle of their 

working hours to reduce fatigue. Then, due to the inability of the comprehensive standard method to 

solve large size problems, a problem with 90 staff was designed for Labbafinejad Hospital and the 

problem was solved with MOPSO and NSGA II algorithms. The output of the problem showed that the 

MOPSO algorithm was more efficient than the NSGA II algorithm in obtaining distance point indices 

from the ideal point as well as computational time. While the NSGA II algorithm performed well in 

obtaining Pareto response rate indices, the maximum expansion and metric distance. Therefore, the 

TOPSIS method and the use of entropy weighting method showed that the designed NSGA II algorithm 

has the ability to solve the problem of scheduling the nurses of Labbafinejad Hospital faster and better. 

 

Fig. 10. Pareto front resulting from large-scale problem solving. 
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1. Introduction   

By means of Fractional Calculus (FC), the integration operators and differentiation operators achieve 

fractional order. In recent decades, the study of FC has absorbed growing attention as hot research topic 

on a global scale [1-14]. Samko extended the constant order FC in an outstanding manner [15].  

In this research work, fractional operators in which order is considered to be a function of time, space 

or a few other variables are proposed. Noticeable applications of such fractional variable-order 

operators are introduced in [16-18]. Due to the fact that finding the exact solutions of variable-order 

fractional differential equations is impossible, devising numerical schemes in order to solve these 

equations is an important research topic. Adams-Bashforth’s method is known to, from a conventional 
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point of view, as powerful and excellent numerical method that can  present a numerical solution of 

fractional differential equations [19-22].  

Recently the authors have developed a constant-order numerical scheme- in [23]– that is able to 

combine the fundamental theorem of fractional calculus and the two-step Lagrange polynomial. 

Drawing on this method, the present paper generalizes the numerical schemes that were introduced in 

[23] to simulate variable-order fractional differential operators with power-law, exponential-law and 

Mittag-Leffler kernel. Stability analysis, dynamical properties and simulation of some fractional 

differential equations are dealt with in [24-27]. 

Nonlinear systems, form a holistic point of view, are not in line with the superposition principle. 

Mathematically speaking, a nonlinear system is a problem, in which the variables that are supposed to 

be solved are not writable as an independent component linear combination. In case the equation 

involves a nonlinear function (power or cross product), the system is also considered nonlinear. 

Moreover, if the system is characterized with a nonlinear transfer, for instance a diode current-voltage 

characteristic,   it is then regarded as nonlinear. Most importantly, we must refer to typical nonlinearity.  

Moreover, the system is nonlinear provided that a typical amount of nonlinearity like saturation, 

hysteresis, etc exists. Characteristics like this are the fundamental attributes of a nonlinear system. As 

the majority of real physical systems are, in essence, nonlinear, nonlinear systems have fascinated 

engineers, physicists and mathematicians. Solving non-linear equations by means of analytical methods 

would prove difficult and arise remarkable phenomena such as chaos and bifurcation. Even simple 

nonlinear (or piecewise linear) dynamical systems may behave entirely unpredictably, referred to as 

deterministic chaos. Owing to the fact that trivial systems can also involve chaos, chaos theory has 

become highly important. It is noteworthy, at this point, no unique definition is given for chaos. Chaotic 

dynamics are most commonly the ones originating from regular dynamical equations that do not include 

stochastic coefficients, yet simultaneously have trajectories the same as or indistinguishable from a 

number of  stochastic processes. Some definitions are given for chaotic dynamics, e.g., (i) system 

characterized with minimum one positive Lyapunov exponent is called chaotic, (ii) a system 

characterized with positive entropy is called chaotic, and (iii) a system that is equivalent to hyperbolic 

or Anosov system is called chaotic, and so on. What all these definitions have in common is that local 

instability and divergence of initially close trajectories exist there. Nonetheless, the definitions are not 

entirely similar in their sense. 

This paper mainly handles robust control. This issue is then briefly discussed here. Sectors like car 

production industry, mining, and other hardware make widespread use of feedback control systems. To 

meet the ever-growing demands for higher reliability and better efficiency levels, such control systems 

are constantly obliged to accomplish more accurate and desirable general performance in response to 

the ever-changing and challenging operating circumstances. For designing control systems to achieve 

more desirable  robustness and efficiency while monitoring complex procedures, control engineers need 

novel designing apparatus and a more effective control theory. A standard technique of enhancing a 

control system performance is adding more sensors and actuators. As a result, a Multi-Input Multi-

Output (MIMO) control system will necessarily be obtained. Therefore, each methodology related to 

designing modern feedback control systems must be capable of managing the issue of multiple actuators 

and sensors. A control system is also robust when: (1) its sensitivity level is low, (2) over a range of 

parameter variations, it remains stable, and (3) the performance invariably meets the specifications in 

the presence of a set of system parameter variations [28-32].  
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The present paper is outlined as follows: Some required preliminaries in the sequel are presented in 

Section 2. Section 3 deals with the existence and uniqueness of solutions. Section 4 deals with the 

numerical approach procedure. Robust control for variable order time fractional butterfly- shaped 

chaotic attractor system is discussed in Section 5. Section 6 presents simulation results. Finally, the 

method and the generated results are briefly discussed in Section 7. 

2. Preliminaries 

Some basic tools that will be needed in future are given in this section. The Atangana-Baleanu fractional 

derivative with variable-                  order  in Liouville-Caputo sense (ABC) is defined [33] as 

 

 

Where  is a normalization function. Related integral Atangana-Baleanu 

can be formulated as  
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3. Existence and Uniqueness of Solutions under Atangana Baleanu Fractional Derivative 

with Variable-Order (t)  

In this section, we use well-known fixed point technique for the existence of solutions of Eq. (3). Thus, 

by taking AB-fractional integral operator of variable-order ( t )  which is given in Eq. (2), we obtain 
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Take the norm of Eq. (11), then we have 

 

 

 

 

 

 

 

Applying Eq. (12) and we prove the existence of solution for Eq. (3). For this aim, we define the function
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For the model Eq. (3), we consider
1f (0 ) 0 , then we have 
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Using Eq. (16), we obtain 1( f f )( t ) 0  . Consequently, the solution of ABC-fractional order which 

is given by Eq. (3), is unique. 

4. Numerical Approach 
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as three multipliers for presenting the necessary nonlinearity for the folding trajectories [34, 35]. The 

numerical simulation and theoretical analysis demonstrate vividly that the new system is similar to 

Lorenz and other chaotic attractors. However, its topological structure differs from any chaotic 

attractors that exist. Adams method for the butterfly-shaped chaotic attractor system is developed here 
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that is an iterative technique to obtain a solution for this fractional problem. 

 

5. Robust Control for Variable Order Time Fractional Butterfly- Shaped Chaotic 

Attractor System 

If two exactly similar copies of a chaotic system start in similar initial conditions, they will not have the 

same motions for a long period of time. The exponential divergence of orbits will amplify all of the 

initial minor errors. Apparently, it will firstly prove very difficult to keep the two chaotic system copies 

synchronized. Since then, chaotic dynamical system synchronization has been under extensive scientific 

examination. Identical synchronization is, in principle, to take two copies of a fixed chaotic system and 

to make one of them take control of the other. The master or drive system creates a signal to feed the 

slave or response system subsequently.  

The signal is normally one of the applied coordinates in explaining the chaotic system. Synchronization 

can be considered as a form of chaos control and the simplicity of the coupling mechanism would make 

multiple applications possible. 

Let us consider the system [36-42] 
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Robust control is aimed at suppressing the chaotic behavior in the systems. x , y  and z   are defined as 

the auxiliary system equilibrium points. 

 

 

 

Now, the control errors are defined as  
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As mentioned in the previous section, the systems' chaos behavior will be suppressed. The equilibrium 

points are then defined  as equal to zero  Eq. (24), 

 

 

 

From Eq. (25), the control law is defined as  
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Theorem 1. On condition that the control is defined as Eq. (26), the system (20) is asymptotically stable. 

Proof. The controller stability (26) will be provable through the following Lyapanov function 

 

Then the derivative of the Lyapanov function is given by 

 

 

From Eqs. (25) and (26), the dynamic of each control error can be defined as 
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Substituting Eq. (29) into Eq. (28) we have 

 

 

The fact that  guarantees that the derivative of the Lyapunov function will always be 

negative or equal to zero causing asymptomatic stability. 

6. Simulation Results 

This section is to generalize the numerical scheme for the fractional butterfly- shaped chaotic attractor 
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1)t(α 

The numerical results are here obtained assuming x0 = 1, y0 = 2 and z0 = 10. The problem parameters 

are a = 30, b =15, c = 11. In Fig. 1, the phase diagram is drawn for the fixed differential order  

and robust controller with similar derivative order is drawn in Fig. 2 Ky 5 . The system simulation 

was performed over 200 seconds. 

The phase diagram and robust controller with Ky 5  are drawn assuming                                   in Figs. 

3 and 4, respectively. From the figure, it is obvious that the Adams-Bashforth-Moulton method is 

capable of solving the variable-order fractional differential equation simply and effectively. 

Furthermore, compared to Figs. 1 and 2, it is observed that the derivative order has profound effects on 

the system results. 

The analysis given above implies that designers could reach the suitable dynamic behavior of turbofan 

and expenses  through determining the proper fractional control.  

 

 

 

 

 

 

 

 

 

 

 

 

  

Fig. 1. The system's phase diagram for the order                . 
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Fig. 2. The proposed system's  robust controller for the order              . 
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Fig. 3. The system's phase diagram for the order                                .  
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Fig. 4. Proposed robust controller of the system for the order                                .   

 

7. Conclusion 

A variable order butterfly- shaped chaotic attractor fractional chaotic system is considered by a 

numerical solution based on the Adams method. Numerical solutions are successfully obtained and the 

method is demonstrated to operate accurately and powerfully. Numerical examples with different 

Atangana-Baleanu-Caputo variable- order were given to prove that the method is effective. The robust 

control of this system is investigated and it is stated that the control has a more flexible and general 

structure which was one of the motivations of work presented here. 

References 

[1] Wolf, A., Swift, J. B., Swinney, H. L., & Vastano, J. A. (1985). Determining Lyapunov exponents from a 

time series. Physica D: nonlinear phenomena, 16(3), 285-317.  

[2] Guo, Y. M., Zhao, Y., Zhou, Y. M., Xiao, Z. B., & Yang, X. J. (2017). On the local fractional LWR model 

in fractal traffic flows in the entropy condition. Mathematical methods in the applied sciences, 40(17), 

6127-6132.  

[3] Atangana, A. (2018). Non validity of index law in fractional calculus: a fractional differential operator with 

Markovian and non-Markovian properties. Physica A: statistical mechanics and its applications, 505, 688-

706.  

[4] Hristov, J. (2017). The non-linear Dodson diffusion equation: Approximate solutions and beyond with 

formalistic fractionalization. Math. Nat. Sci, 1(1), 1-17.  

[5] Singh, J., Kumar, D., Hammouch, Z., & Atangana, A. (2018). A fractional epidemiological model for 

computer viruses pertaining to a new fractional derivative. Applied mathematics and computation, 316, 

504-515.  

[6] Khalil, H. K. (2001). Nonlinear systems. Prentice-Hall.. 
[7] Zhang, J., Yang, H., Li, M., & Wang, Q. (2019). Robust model predictive control for uncertain positive 

time-delay systems. International journal of control, automation and systems, 17(2), 307-318.  

[8] Holzfuss, J., & Parlitz, U. (1991). Lyapunov exponents from time series. In Lyapunov exponents (pp. 263-

270). Berlin, Heidelberg: Springer. 

[9] Mashoof, M., Sheikhani, A. R., & Najafi, H. S. (2018). Stability analysis of distributed-order Hilfer–

Prabhakar systems based on Inertia theory. Mathematical notes, 104(1), 74-85.  

[10] Aminikhah, H., Sheikhani, A. R., & Rezazadeh, H. (2015). Stability analysis of linear distributed order 

system with multiple time delays. UPB scientific bulletin-series a-applied mathematics and Physics, 77, 

207-218.  

[11] Mashoof, M., & Sheikhani, A. R. (2017). Simulating the solution of the distributed order fractional 

differential equations by block-pulse wavelets. UPB Sci. Bull., Ser. A: Appl. Math. Phys, 79, 193-206.  

[12] Aminikhah, H., Sheikhani, A. H. R., & Rezazadeh, H. (2018). Approximate analytical solutions of 

distributed order fractional Riccati differential equation. Ain shams engineering journal, 9(4), 581-588.  



 Shabani et al. / J. Appl. Res. Ind. Eng. 7(4) (2020) 435-449                   448 

[13] Mehrdoust, F., Sheikhani, A. H. R., Mashoof, M., & Hasanzadeh, S. (2017). Block-pulse operational 

matrix method for solving fractional Black-Scholes equation. Journal of economic studies, 44(3), 489-502.  

[14] Gholamin, P., & Sheikhani, A. R. (2019). Dynamical analysis of a new three-dimensional fractional chaotic 

system. Pramana, 92(6). https://doi.org/10.1007/s12043-019-1738-y 

[15] Samko, S. (2013). Fractional integration and differentiation of variable order: an overview. Nonlinear 

dynamics, 71(4), 653-662.  

[16] Atangana, A. (2015). On the stability and convergence of the time-fractional variable order telegraph 

equation. Journal of computational physics, 293, 104-114. 

[17] Sun, H., Chen, W., Li, C., & Chen, Y. (2010). Fractional differential models for anomalous 

diffusion. Physica A: statistical mechanics and its applications, 389(14), 2719-2724.  

[18] Atangana, A., & Botha, J. F. (2013). A generalized groundwater flow equation using the concept of 

variable-order derivative. Boundary value problems, 2013(1), 1-11.  

[19] Wang, F., & Zheng, Z. (2019). Quasi-projective synchronization of fractional order chaotic systems under 

input saturation. Physica A: statistical mechanics and its applications, 534, 122132. 

[20] Rabah, K., & Ladaci, S. (2020). A fractional adaptive sliding mode control configuration for synchronizing 

disturbed fractional-order chaotic systems. Circuits, systems, and signal processing, 39(3), 1244-1264. 

[21] Nadjette, D., Okba, Z., & Sihem, Z. (2019). Dynamics of fractional-order chaotic and hyper-chaotic 

systems. Nonlinear studies, 26(2).  

[22] Li, G., & Sun, C. (2019). Adaptive neural network backstepping control of fractional-order Chua–Hartley 

chaotic system. Advances in difference equations, 2019(1), 1-14.  

[23] Toufik, M., & Atangana, A. (2017). New numerical approximation of fractional derivative with non-local 

and non-singular kernel: application to chaotic models. The european physical journal plus, 132(10), 1-

16.  

[24] Kim, D., & Chang, P. H. (2013). A new butterfly-shaped chaotic attractor. Results in physics, 3, 14-19. 

[25] Gholamin, P., & Sheikhani, A. R. (2017). A new three-dimensional chaotic system: dynamical properties 

and simulation. Chinese journal of physics, 55(4), 1300-1309.  

[26] Aminikhah, H., Sheikhani, A. H. R., Houlari, T., & Rezazadeh, H. (2017). Numerical solution of the 

distributed-order fractional Bagley-Torvik equation. IEEE/CAA journal of automatica Sinica, 6(3), 760-

765.  

[27] Sheikhani, A. H. R., & Mashoof, M. (2018). Numerical solution of fractional differential equation by 

wavelets and hybrid functions. Boletim da sociedade paranaense de matemática, 36(2), 231-244.  

[28] ur Rehman, A., Khan, O., Ali, N., & Pervaiz, M. (2018, February). Nonlinear robust control of a variable 

speed-wind turbine. 2018 international conference on engineering and emerging technologies 

(ICEET) (pp. 1-6). IEEE.  

[29] Sun, H., Zhao, H., Huang, K., Qiu, M., Zhen, S., & Chen, Y. H. (2017). A fuzzy approach for optimal 

robust control design of an automotive electronic throttle system. IEEE transactions on fuzzy 

systems, 26(2), 694-704.  

[30] Navabi, M., Davoodi, A., & Reyhanoglu, M. (2020). Optimum fuzzy sliding mode control of fuel sloshing 

in a spacecraft using PSO algorithm. Acta astronautica, 167, 331-342.  

[31] Soorki, M. N., & Tavazoei, M. S. (2018). Adaptive robust control of fractional-order swarm systems in the 

presence of model uncertainties and external disturbances. IET control theory & applications, 12(7), 961-

969.  

[32] Behinfaraz, R., Ghaemi, S., & Khanmohammadi, S. (2019). Adaptive synchronization of new fractional‐

order chaotic systems with fractional adaption laws based on risk analysis. Mathematical methods in the 

applied sciences, 42(6), 1772-1785.  

[33] Atangana, A., & Baleanu, D. (2016). New fractional derivatives with nonlocal and non-singular kernel: 

theory and application to heat transfer model. arXiv preprint arXiv:1602.03408.  

[34] Zuñiga-Aguilar, C. J., Gómez-Aguilar, J. F., Escobar-Jiménez, R. F., & Romero-Ugalde, H. M. (2018). 

Robust control for fractional variable-order chaotic systems with non-singular kernel. The European 

physical journal plus, 133(1), 1-13.  

[35] Atangana, A., & Qureshi, S. (2019). Modeling attractors of chaotic dynamical systems with fractal–

fractional operators. Chaos, solitons & fractals, 123, 320-337.  

[36] Mainieri, R., & Rehacek, J. (1999). Projective synchronization in three-dimensional chaotic 

systems. Physical review letters, 82(15), 3042.  

[37] Wen, G., Zhai, X., Peng, Z., & Rahmani, A. (2020). Fault-tolerant secure consensus tracking of delayed 

nonlinear multi-agent systems with deception attacks and uncertain parameters via impulsive 

control. Communications in nonlinear science and numerical simulation, 82, 105043. 

https://doi.org/10.1016/j.cnsns.2019.105043 



449                 Robust control for variable order time fractional butterfly- shaped chaotic attractor system 
  

[38] An, L., & Yang, G. H. (2018). LQ secure control for cyber-physical systems against sparse sensor and 

actuator attacks. IEEE transactions on control of network systems, 6(2), 833-841.  

[39] Kingni, S. T., Jafari, S., Pham, V. T., & Woafo, P. (2017). Constructing and analyzing of a unique three-

dimensional chaotic autonomous system exhibiting three families of hidden attractors. Mathematics and 

computers in simulation, 132, 172-182.  

[40] Eshaghi, S., Ghaziani, R. K., & Ansari, A. (2020). Hopf bifurcation, chaos control and synchronization of 

a chaotic fractional-order system with chaos entanglement function. Mathematics and computers in 

simulation, 172, 321-340.  

[41] Ourahou, M., Ayrir, W., Hassouni, B. E., & Haddi, A. (2020). Review on smart grid control and reliability 

in presence of renewable energies: Challenges and prospects. Mathematics and computers in 

simulation, 167, 19-31. 

[42] Ghasemi, P., & Khalili-Damghani, K. (2021). A robust simulation-optimization approach for pre-disaster 

multi-period location–allocation–inventory planning. Mathematics and computers in simulation, 179, 69-

95. 

 

©2020 by the authors. Licensee Journal of Applied Research on industrial Engineering. 

This article is an open access article distributed under the terms and conditions of the 

Creative Commons Attribution (CC BY) license 

(http://creativecommons.org/licenses/by/4.0/). 



 


